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Abstract—Smart-card based password authentication has been the most widely used two-factor authentication (2FA) mechanism for security-critical applications (e.g., e-Health, smart grid and e-Commerce) in the past decades, and it is likely to hold its status in the foreseeable future. Hundreds of this type of 2FA schemes have been proposed, yet to our knowledge, most of them are built on the intractability of conventional hard problems (e.g., discrete logarithm problems and integer factoring problems) which are no longer hard in the quantum era. With the recent advancements in quantum computing, the design of secure and efficient smart-card based password authentication schemes against quantum attacks is becoming increasingly urgent. However, it is not as simple as it seems, how to design such a quantum-resistant 2FA scheme is challenging due to the demanding security requirements and the resource-constrained nature of mobile devices. In this work, we take the first step towards this issue by proposing Quantum2FA, a practical quantum-resistant smart-card-based password authentication scheme that employs Alkim et al.’s lattice-based key exchange and Wang-Wang’s “fuzzy-verifier + honeywords” technique (IEEE TDSC’18). Particularly, Quantum2FA can thwart the newly revealed key-reuse attack (ACISP’18, CT-RSA’19) against lattice-based key exchange schemes in two aspects: signal leakage attacks and key mismatch attacks. Specifically, it restricts the necessary conditions (i.e., the attacker must be the initiator of the key exchange) for an adversary to analyze the signal. It introduces honeywords to detect the key mismatches between the smart card and the server, and thus smart card loss attack can be thwarted. We formally prove the security of Quantum2FA under the random oracle model and demonstrate its efficiency through experiments on a 32 MHz 8-bit AVR Embedded Processor. Comparison results show that Quantum2FA is not only more secure but also offers better computation efficiency than the state-of-the-art conventional 2FA schemes.
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1 INTRODUCTION

SMART-CARD-BASED password authentication has been the most widely used two-factor authentication (2FA) mechanism for security-critical applications (e.g., e-banking [1], smart grid [2], [3] and e-health), preventing malicious parties from accessing the sensitive resources and services at remote servers. The past three decades have witnessed the fruitful research on this kind of authentication since the seminal work of Chang and Wu at 1991 [4], and a large number of 2FA schemes with varied security [5], privacy [6] and efficiency [7] have been proposed.

Before 2008, most “password + smart card” 2FA schemes (e.g., [8], [9], [10]) were built on the assumption that smart card is tamper resistant and the sensitive data stored in the card is secure. The main design challenge lies in how to resist the traditional attacks such as replay, impersonation and parallel session attacks. However, with the progress in side-channel attacks, which is a kind of cryptanalytic attacks, security parameters stored in the card can be extracted out. When launching side-channel attacks, an attacker will exploit the physical environment of a cryptosystem implementation to recover some leaked secrets [11]. Although some side-channel attacks defense methods like masking [12] and shuffling [13] have been applied to the secure products, there are still ways to attack them. For example, Carbone et al. [11] propose a full profiling attack against an RSA implementation, which runs on a processor equipped with the above masking method. More recently, Roche et al. [14] successfully clone a legitimate Google Titan security key. These facts show that the parameters stored in security products, such as smart cards or hardware devices, are no longer unconditionally secure. Therefore, it is necessary and realistic to design protocols under the smart card non-tamper-resistant assumption.
Accordingly, considerable attention has been devoted to addressing the question of how to design a two-factor scheme with truly two-factor security under the non-tamper resistant assumption of smart cards, and some notable attempts include [15], [16]. It is worth noting that, as explained in [5], the non-tamper resistant assumption about smart cards is conditional: only when the smart card is in the possession of the attacker for a relatively long time (e.g., a few hours), can the card be tampered; Otherwise, data in the card is secure. Unfortunately, most of these attempts have been found unable to attain truly two-factor security shortly after they were proposed (see cryptanalysis examples in [17]). The development of this field fall into a vicious “break-fix-break-fix” circle [5].

At IEEE TDSC’18, Wang and Wang [5] managed to break this “break-fix-break-fix” circle by proposing a systematic evaluation framework and the “fuzzy-verifier + honeywords” protocol design technique. Their evaluation framework is composed of a practical adversary model and an evaluation metric with 12 criteria, and has been established to be “indeed very comprehensive and well thought out to be used to critically analyze any further schemes that will be proposed in future” [18].

Actually, Wang and Wang’s evaluation framework has already been adopted in a number of recent works (e.g., [6], [19], [20]). The effectiveness of their “fuzzy-verifier + honeywords” technique is demonstrated through 102.6 million real-life passwords, and its wide applicability is shown by applying it to 2FA schemes for various other environments. This technique has also been adopted in many recent works (e.g., [21], [22]). With this technique, Wang and Wang [5] further developed a new smart-card-based password authentication scheme based on the hardness of discrete logarithm problem and showed it could satisfy all the 12 criteria, well solving the long-standing “usability vs. security” tension [23] in the research area of two-factor authentication.

To our knowledge, most of the existing 2FA schemes (including all the above mentioned ones, e.g., [5], [16], [24]) are built on group-based or pairing-based cryptosystems, and thus they are vulnerable in the coming post-quantum era. It is well known that, if there exist large-scale quantum computers that can run Shor’s algorithm [25], then current widely used hard problems, such as integer factorization problem, discrete logarithm problem and its elliptic curve counterpart, would be efficiently solved. With the recent advancements in quantum computing [26], [27], [28], standards organizations like IETF, IEEE, and NIST are busy in preparing solutions for securing our digital world in the quantum age. According to NIST’s plan in June 2019 [29], the standards on post-quantum cryptography, which can resist attacks from both classical and quantum computers, will be available by 2022-2024.

Now, a natural question arises: Is it possible to construct an efficient smart-card-based password authentication scheme that is secure in the quantum era? The past thirty years of research has proved that it is incredibly difficult to design a traditional 2FA scheme (see Fig. 2 of [5]), the design of a practical quantum-resistant 2FA scheme can only be harder. As far as we know, a number of quantum-resistant password-only schemes (e.g., [30], [31], [32]) and authenticated key exchange (AKE) protocols (e.g., [32], [33], [34]) have been proposed, and some are even being standardized [35], yet none of them can be readily applied to build practical quantum-resistant smart-card-based password authentication schemes. On the one hand, such schemes need to meet many security goals (e.g., resistance against smart card loss attack and replay attack) and desirable properties (e.g., user anonymity [36] and repairability) beyond that of quantum-resistant password-only schemes and AKE protocols; On the other hand, smart cards are resource-constrained devices with limited computation capacity and storage space.

Currently, there are many candidate technical routes for constructing post-quantum cryptographic schemes such as hash-based, code-based, multivariate polynomial-based, lattice-based, and supersingular isogeny-based [35], [37]. Among them, the lattice based scheme, especially those exploiting the hardness of the ring-learning with errors problem (Ring-LWE), is a promising choice for smart-card-based password authentication due to its provable security, relatively low computation and communication costs. However, we cannot use these lattice-based key exchange schemes [32], [33], [34] directly to build our Quantum2FA, due to the recently proposed key reuse attacks on lattice-based cryptosystems [38], [39], [40]. When designing a smart-card-based password authentication scheme, we need to store some public key information in the smart card in advance inevitably and this may lead to key reuse attacks. Thus, special care shall be taken to such public key information.

In all we propose Quantum2FA, a secure and efficient smart-card based password authentication scheme, taking the first step towards practical quantum resistant 2FA in the quantum age. The contributions are summarized as follows:

- We provide a design framework for quantum-resistant 2FA in the context of key reuse which is inevitable while applying the key exchange to authentication scenarios. As a result, it is helpful for researchers to employ new key establishment algorithm or develop more new designs with the continuous advancement of the NIST Post-Quantum Cryptography Standardization Process.

- As far as we know, we are the first to build a smart-card based password authentication scheme whose security is on the basis of the Ring-LWE problem. The existence of a quantum connection, from solving a hard problem in ideal lattice in the worst case to solving the Ring-LWE problem in the average case, guarantees the security of the proposed approaches against quantum computers.

- We employ Alkim et al.’s lattice-based key exchange [41] and Wang-Wang’s “fuzzy-verifier + honeywords” technique [5] to thwart not only all known attacks against conventional two-factor authentication schemes, but also the recently proposed key-reuse attacks (key mismatch and signal leakage) against Ring-LWE-based two-factor authentication for quantum era. Formal security analysis demonstrates that the proposed scheme Quantum2FA is available only after 2022-2024.
secure against attacks from both classical and quantum computers under the harshest adversary model.

- We implement Quantum2FA on a 32 MHz micro controller. Comparison results show that Quantum2FA is not only more secure (our implementation can provide 101-bit post-quantum bit-security and the strength of 128-bit AES) but also offers better computation efficiency than the state-of-the-art traditional 2FA schemes.

## 2 RELATED WORK

The development of quantum computers has had a considerable impact on traditional cryptography. While symmetric-key schemes like AES are still secure but need to increase the key size, public-key cryptographic schemes like RSA, ECDSA and ECDH are not so lucky, they are no longer secure under attacks from quantum computers. There are several cryptographic approaches to resist quantum attacks, such as hash-based, code-based, multivariate polynomial-based, lattice-based, and supersingular isogeny-based cryptosystem [42]. Among them, the lattice-based crypto-system is considered to be one of the most promising solutions, which can be best illustrated from the overwhelming fraction of lattice-based candidates submitted and selected into the first round (41% = 26/64), second round (46% = 12/26), and the newly third round (71% = 5/7) competition issued by NIST [35], [43]. Besides, NIST regards lattice-based schemes as the most promising general-purpose algorithms for public-key encryption/KEM.

As one of the basic variants of the lattice-based problem, the Ring-LWE problem has gained significant attention [44]. In particular, the Ring-LWE key exchange [45] provides a good solution for establishing shared keys in a two-factor authentication scheme. Generally, we can divide the lattice-based key exchange into two categories [40]: reconciliation-based ones and encryption-based ones. The first reconciliation-based Ring-LWE key exchange scheme was proposed by Ding et al. [46], which asks one side to send an additional signal for the two sides to share an exact same key. Along the line of Ding et al. [46], there has been the scheme BCNS [34], which is an modification of the work of Peikert [47], the authenticated key exchange scheme proposed by Zhang et al. [33], and NewHope [48], which proposes an efficient reconciliation mechanism. After that, an encryption-based approach NewHope-Simple is given in [41].

The first reconciliation-based Ring-LWE key exchange scheme using passwords was proposed by Ding et al. at CT-RSA’17 [32]. It can be seen as a variant of the classic password-based key exchange (PAKE) protocols PAK and PPK [49]. Following Ding et al.’s PAKE protocol [32], a number of approaches have been developed, including the Ring-LWE based key exchange [46], the BCNS [34], the NewHope [48], and the NewHope-Simple [41].

![Fig. 1. Quantum-Resistant Two-factor Authentication.](image1)

![Fig. 2. The Log-in phase and the Verification phase of Quantum2FA. After the verification phase, the user and server share a session key.](image2)
of password-based Ring-LWE scheme have been proposed [30], [50]. However, in these reconciliation-based PAKE schemes, if the public key pair is reused by one party, there exists an attack to recover this party’s secret keys by plenty of queries to this party [38], [39]. In the context of key reuse, the adversary can play the roles of both party A and party B, the former is called signal leakage while the latter is called key mismatch. Inspired by this, the similar key mismatch approach [40], [51], [52] has been applied to the encryption-based PAKE. However, reusing the public-key pair is unavoidable in some applications such as the 0-RTT in TLS 1.3 and smart card-based authentication.

Gao et al. [53] proposed a key-reuse mode that adds a randomized error polynomial to the sent signal to resist the key reuse attack, but their improvement can not be readily applied to the smart card-based password authentication scenario. There are two reasons: 1) Two additional polynomial multiplications are added to every key exchange in [53]; 2) The polynomial multiplication operation accounts for most of the computation costs of the Ring-LWE implementations on resource constrained smart card as shown in [54], and the added two multiplications may bring heavy burden to the card. In our proposed scheme, we employ the modified encryption-based approach to achieve authenticated key exchange without bringing additional computation and communication costs to the smart card.

3 EVALUATION FRAMEWORK

In this section, we introduce the evaluation metric and the underlying security model (i.e., capabilities of the adversary). Generally, a practical scheme in the quantum era should meet the following two important criteria:

1) Quantum security: the proposed 2FA scheme should be based on hard problems that are secure even under attacks from quantum computers and can also provide the quantum safety for both two kinds of authentication factors.

2) Efficiency: the proposed 2FA scheme, while using the resource-constrained smart card, should achieve both low computation and communication costs.

Note that, the security and efficiency requirements under conventional computers are still necessary, and new proposed two-factor authentication schemes shall satisfy them. Fortunately, Wang-Wang [5] have proposed a practical evaluation framework for two-factor authentication under conventional computers, which is composed of 12 evaluation criteria. Thus, we use it as our building block and introduce it here.

C1. No password verifier table: The server doesn’t maintain a database for storing the registered users’ password verifier.

C2. Password friendly: The user could choose their password freely and change it at any time.

C3. No password exposure: Only the smart card contains the owner’s password related information, even the server cannot extract any knowledge about the users’ password.

C4. No smart card loss attack: The scheme is free from smart card loss attack, i.e., if an unauthorized person captures the user’s lost smart card, she can’t recover the password or impersonate the user.

C5. Resistance to known attacks: The proposed scheme should not only resist the attacks which are designed to attack the post quantum key exchange protocols (signal-leakage attack [39] and the key mismatch attack [38]), but also secure under the traditional attack (offline password guessing attack and stolen verifier attack, etc).

C6. Sound repairability: Allowing the user to revoke her smart card without changing her identity.

C7. Provision of key agreement: The client and the server can establish a shared session key for subsequent secure communication.

C8. No clock synchronization: The proposed scheme should avoid the clock synchronization.

C9. Timely typo detection: The smart card will check the correctness of user-input password before interacting with the server.

C10. Mutual authentication: The client and server ensure they are communicating with each other.

C11. User anonymity: The scheme should protect user’s identity and user’s activities cannot be traced.

C12. Forward secrecy: The leakage of long-term keys cannot affect the security of previous sessions.

We consider the capabilities of the adversary as proposed in the widely accepted security models [5], [55]. To be self-contained, we list them as follows:

- The attacker can fully control the communication channel between the smart card and the server, and launching attacks like monitoring of transmitted messages, or trying to modify and delete them. This accords with the standard Dolev-Yao adversary model [56];
- The attacker can enumerate all the possibilities in the Cartesian product of password space and identity space, $D_{ID} \times D_{PW}$, in an offline way. This is realistic because: 1) Identities are not secrets and often can be easily obtained (e.g., account number or email address) [57]; 2) To facilitate memory, user-chosen passwords are often of low-entropy and belong to a small dictionary [58], [59].
- By using a malicious card reader, the attacker could learn a victim’s password; by launching side-channel attacks, the attacker may recover all the data stored in a lost smart card [60], [61]. But an attacker cannot first sniff the victim’s password and then exact the data stored in the lost card. Otherwise, an attacker can succeed in a trivial way.
- The attacker could get the keys established in the previous sessions (e.g., due to improper erasure).

Although we have seen much progress in finding quantum algorithms with exponential speedup [26], for security concerns, so far the most influential quantum attacks are still those using Shor’s algorithm and Grover’s algorithm. We will consider them in this paper:
Quantum attacks using Shor’s algorithm: A large-scale quantum computer can use Shor’s algorithm to solve the integer factorization and discrete log problems efficiently.

Quantum attacks using Grover’s algorithm: A large-scale quantum computer can use Grover’s algorithm to speed up the search of an unstructured database and collision of hash functions.

Note that, a quantum resistance scheme should also be able to thwart known attacks under conventional attackers. We extend the following attacks to the quantum setting:

- **Key reuse attack**: This is a classic attack against public key cryptography, and it is particularly harmful to lattice based key exchange protocols. In the key reuse context, this attack can be divided into two types: the signal leakage attack [39] and the key mismatch attack [38].
  1) For the signal leakage attack, the adversary plays the role of party A (user) with the ability to initiate a sequence of key exchange sessions with a malformed private key, then she looks for the signal variations sent by party B (server).
  2) When launching the key mismatch attack, the adversary plays the role of party B (server) and set her own private key and errors to special values, then she queries with the victim many times. In this way, the adversary can recover the private key of the targeted entity who does not change the public key and executes the key exchange protocol with her.

- **Offline password guessing attack**: This is a basic attack which could be combined with many other attacks. Since users’ choices of passwords often follow a highly skewed distribution [58], an adversary has the chance to find the password in the password dictionary and check them against the password hash in an offline way.

- **Online password guessing attack**: This attack is similar to the offline ways. An adversary first inserts the smart card into the card reader and choose a password from the password dictionary. Then she needs to interact with the server to verify whether the chosen password is correct.

- **Smart card loss attack**: An adversary may obtain user’s smart card by stealing it or picking it up for a relatively long period. During this period, the adversary may try to change the user’s password, guess the password by using the offline password guessing attack or impersonate the user to enjoy the service. Also, she could extract the secret information stored in the smart card through side-channel attacks and returns the breached card back to the user without victim’s awareness. When the victim uses the breached card to log-in again, the adversary could intercept the message between the user and the server. Combining these data, the adversary may establish an available cryptographic hash of the password and use it to check the password guess result.

- **Replay attack**: An adversary can store the communication data between the server and the user in the previous authentication sessions. When the next authentication session between the user and server occurs, the adversary may replace all or some specific parts of the communication data.

- **Parallel session attack**: An intruder can interleave messages between different sessions: she exchanges messages with the first victim, and then uses some messages that received in the first session to interact with the second victim. Also, she may exploit some messages received in the second session to feedback to the first session.

- **De-synchronization attack**: To provide user untraceability, serialization is used to update user pseudo-identities. An adversary can block or tamper the communication data between the user and the server. By doing this, the serialization process is destroyed, so that users cannot-log in any more.

- **Stolen verifier attack**: An adversary somehow gets the verification data from the server and uses them to generate legal authentication messages or extract the legal user’s password.

- **Reflection attack**: This attack aims to trick the target into providing the answer to its own challenge.

- **Impersonation attack**: An adversary combines all above attacks to impersonate a legal user.

In all, our security goals and corresponding attacks are comprehensive, since we not only consider the attacks from traditional computers but also quantum threats.

### 4 CHALLENGES AND THE BASIC IDEA

Among hundreds of “password + smart-card” two-factor authentication protocols, the scheme proposed by Wang-Wang [5] is currently considered state-of-the-art and can achieve truly two-factor security with high efficiency. However, they employ the Diffie-Hellman key exchange technique to establish the session key. Thus their scheme is prone to quantum attacks.

Taking into consideration both quantum resistance and efficiency on smart cards, our main idea is to propose a smart card-based password authentication scheme whose security is based on the hardness of Ring-LWE problem. Besides, this scheme also needs to withstand other known attacks that arise in traditional smart-card-based password authentication. Thus, we further adopt the “fuzzy-verify + honeymarks” mechanism [5] to detect and prevent the smart card loss attack. More specifically, the “honeymarks” strategy [62], a concept of system security, is used to thwart online password guessing attacks by inserting the wrong authenticator $\rho'$ (a parameter derived from the user’s password) into the Honey_List. The threshold of the Honey_List is $m_0$. This means that once the number of $\rho'$ in the Honey_List exceeds $m_0$, the server can infer the occurrence of smart card corruption.

The existence of a quantum connection from solving a hard problem in ideal lattice in the worst case to solving the Ring-LWE problem in the average case guarantees the security of Ring-LWE-based approaches against even quantum computers [44]. Meanwhile, as a ring-variant of LWE, the
Ring-LWE-based approach could perform well on resource-constraint devices such as smart cards. However, when we try to integrate the lattice-based key exchange with the state-of-the-art smart-card-based password authentication (e.g., [5], [16]), there comes key reuse attacks against the Ring-LWE-based key exchange [38], [39] and we have to overcome them.

Similar to other considered attacks, the key reuse attack is essentially a known attack that shall be avoided. The development of public key cryptography seems to be accompanied by key reuse attacks. Back to 1998, Bleichenbacher first proposes the key reuse attack [63], when considering the chosen-plaintext attack (CPA) security of the RSA PKCS. After that, the Diffie-Hellman key exchange scheme is also affected by the key reuse attack [64], [65]. In the post-quantum era, lattice-based cryptosystem presents great potential, three lattice-based KEMs (i.e., CRYSTALS-KYBER, SABER, and NTRU) out of the NIST third-round list [43]. Unfortunately, none of these three lattice-based KEMs is immune to key reuse attacks (more precisely, key mismatch attacks) [66]. For most of the NIST candidate KEM schemes, a CPA secure proposal is first given, then using the Fujisaki-Okamoto (FO) [67] transformation to convert it into a chosen-ciphertext attack (CCA) secure version. Although the FO transformation, which is essentially re-encryption (also the main computing cost), can resist key mismatch attacks, its efficiency is lower than the CPA version [66]. As a result, key reuse cannot be avoided as an important way to improve efficiency. Besides, in the initialization phase of a smart card-based 2FA scheme, the server needs to generate its public-key information for authentication and then store the information in the smart card. That is, the public key information cannot be changed frequently and is supposed to be reused.

As mentioned above, there are two kinds of lattice-based key exchange: the reconciliation-based and the encryption-based scheme. In the reconciliation-based scheme, to share an exact key, one entity needs to send additional signals, which could be used by the attacker to derive the victim’s secret key. Specifically, if the public key pairs are reused, the attacker could recover the secret key of the responder by using signal leakage attacks [39]. Therefore, if we use the reconciliation-based approaches directly, the leakage of one entity’s secret keys cannot be avoided. On the other side, as we have noticed before, the improvement in [53] by adding additional two polynomial multiplications is not suitable for the resource limited smart card. Another kind of key reuse attack is key mismatch attacks [38], which could be launched by simply knowing whether the two shared keys match or not. Then, by repeatedly querying the victim, the attacker can finally recover the victim’s secret key. In all, key reuse will bring disastrous consequences to the lattice-based key exchange scheme. However, the requirements of availability and efficiency make key reuse inevitable. This contradiction brings great challenges to our design of quantum resistant smart-card-based two-factor authentication protocol.

To provide the quantum security, at first, our scheme employs an encryption-based scheme to establish the shared keys. But with the development of research on key reuse attacks, more and more signs indicate that this encryption-based scheme may also suffer from key reuse attack3. Therefore, we have to do further design. For potential signal leakage attacks, we set the server as the initiator of the authentication process (party A) and the smart card as the responder (party B). In a signal leakage attack [39], the attacker needs to be the initiator (party A) of the key exchange process, she sets her public-key information as some special values, sends them to the victim (party B), and queries a lot of signals which contains sensitive information about the victim’s secret keys. Thus only the server can launch the signal leakage attack, but in our scheme, the server has stored its public-key information in the smart card in advance in the registration phase. This means that Quantum2FA can thwart the possible signal leakage attack.

In order to help the server recover the shared secret used to establish the session key. The smart card sends the encrypted data in our scheme, the possible key mismatch attack can only be launched from the smart card (party B) against the server (party A). To further prevent the key mismatch attack, we bind the user’s ID with the shared secret obtained through the key exchange and expand the range of “honeywords” by including the number of shared key mismatches between the smart card and the server. Since the most significant feature of the key mismatch attack is that the adversary has to make a large number of queries to the victim. (Quite recently, Qin et al.[66] show the lower bounds on the minimum average number of queries needed for key mismatch attacks. For example, 1568 queries are needed for attacking NewHope-512 KEM and the minimum number of queries is 1183 for NTRU hrss701.) And each query will cause a session termination because the shared keys do not match. Once the number of terminations reaches a predetermined threshold (far less than the minimum number of queries required by the adversary), the server infers that an attack has occurred and stops the service. After that, the server will terminate the authentication and ask the smart card holder to register again. In this way, Quantum2FA could detect and prevent the possible key mismatch attack.

5 Our Proposed Scheme Quantum2FA

We now propose Quantum2FA, a Ring-LWE-based two-factor authentication scheme. It is quantum-resistant and efficient on the smart card. We divide the proposed scheme into four parts: registration phase, log-in phase, verification phase, and password-changing phase. For ease of presentation, some intuitive notations are listed in Table 1 and will be used throughout this paper.

Our scheme is defined and operated in a ring of polynomials denoted by $R_q = \mathbb{Z}_q[x]/(x^n + 1)$, where $q$ is a positive integer and $n$ is a power of 2. Specifically, $\mathbb{Z}_q$ is a ring in which all the integers are operated modulo $q$, and each element of $R_q$ is a polynomial with coefficients selected from $\mathbb{Z}_q$ and all the operations are done modulo $x^n + 1$. Sometimes we treat the polynomial $a = a_0 + a_1x + \cdots + a_{n-1}x^{n-1}$ in $R_q$ equally in the vector form $(a_0, a_1, \ldots, a_{n-1})$, here each

3. For example, many NIST second round candidates have been found suffer from the key mismatch attacks, such as LAC, Kyber, SABER, ROQ and HQC [68] and the lattice-based KEM Kyber is now a NIST third round candidate.
TABLE 1

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_i$</td>
<td>$i^{th}$ user</td>
</tr>
<tr>
<td>$S$</td>
<td>remote server</td>
</tr>
<tr>
<td>$n_0$</td>
<td>an integer related to the size of password space $s$</td>
</tr>
<tr>
<td>$E_{sk}$</td>
<td>a symmetric encryption using $sk$ as the key</td>
</tr>
<tr>
<td>$\oplus$</td>
<td>the bitwise XOR operation</td>
</tr>
<tr>
<td>$||$</td>
<td>string concatenation</td>
</tr>
<tr>
<td>$\Rightarrow$</td>
<td>a secure channel</td>
</tr>
<tr>
<td>$\rightarrow$</td>
<td>a common channel</td>
</tr>
<tr>
<td>$SUM$</td>
<td>a counter for key mismatch</td>
</tr>
<tr>
<td>$Honey_List$</td>
<td>a list with bogus passwords</td>
</tr>
<tr>
<td>Encode($\cdot$)</td>
<td>an encoding function in [41]</td>
</tr>
<tr>
<td>Decode($\cdot$)</td>
<td>a decoding function in [41]</td>
</tr>
<tr>
<td>(De)Comp($\cdot$)</td>
<td>a (decompress) compress function in [41]</td>
</tr>
</tbody>
</table>

$a_i$ corresponds to the $i$-th coefficient of $a$. To base our security on the hardness of Ring-LWE problem, we also need to define a centered binomial distribution $\psi$ over $\mathcal{R}_{2^n}$, which can output relatively small and high-entropy vectors.

5.1 Registration Phase

In this phase, the user $U_i$ registers to the server $S$, which then issues a smart card for $U_i$. At the beginning of the registration phase, the server $S$ selects a cryptographically secure Pseudorandom Generator (PRG) $G(\cdot): \mathcal{K}_G \rightarrow \mathbb{Z}_q^n$ and hash functions which map from $\{0,1\}^n$ to $\{0,1\}^{m_0}$. We denote these hash functions as $H_i(\cdot)$, where for $i = 0, 1, 2, 3, l$, represents the length of the output of hash functions. Next, we select an integer $2^{l} \leq n_0 \leq 2^l$, which is first used in [5] as a fuzzy-verifier to resist against off-line guessing. The server maintains a counter $SUM$ that records the number of session terminations between the server and the smart card to prevent the possible key mismatch attacks. Let $s$ denote the server’s private key which is randomly sampled from $\psi$ and $\sigma_1$ denotes a randomly chosen seed, then the user registers to the server $S$ as follows:

R1. The user $U_i$ chooses the identity ID$_i$ and its corresponding password $PW_i$, as well as a randomly selected string $b$. Then, $U_i$ sends to $S$ the following information in a secure channel: $U_i \Rightarrow S : \{ID_i, H_0(b||PW_i)\}$.

R2. On receiving the registration message from $U_i$ at time $T$, $S$ first picks a random number $t_0$ and computes $T_t = H_0((H_0(ID_i \oplus H_0(b||PW_i)) \mod n_0)$. Then $S$ checks whether $U_i$ is a valid user and this is the first time that $U_i$ registers to the server. If so, $S$ first generates a new entry for $U_i$ and then adds $\{ID_i, T_{reg} = T_t, Honey\_List = NULL\}$ to the corresponding database. Else $S$ changes the available entry of $U_i$ from updating $T_{reg}$ to $T_i$, to the new $t_i$, and sets $Honey\_List$ as NULL. Then, $S$ calculates $R_i = H_0(b||PW_i) \oplus H_0(s||ID_i||T_{reg})$ and uses the seed $\sigma_1$ to generate a polynomial $a_1 = G(\sigma_1)$. Next, by sampling a random polynomial $e_1$ from $\psi$, $S$ can compute $d = a_1 \cdot s + e_1$. Finally, $S$ sends to $U_i$ a smart card containing the following information: $S \Rightarrow U_i : \{R_i, T_i, T_t \oplus t_i, d, \sigma_1, u_0, H_0(\cdot), \ldots, H_0(\cdot)\}$.

R3. With the received smart card $SC$, $U_i$ enters the string $b$ twice to activate it.

5.2 Log-in Phase

This phase is consisting of the following steps:

L1. After inserting the smart card $SC$ into the card reader, the user $U_i$ types in the identity ID$_i$ and the corresponding password $PW_i$.

L2. With $ID_i$ and $PW_i$, the smart card $SC$ could calculate $T_{reg} = H_0((H_0(ID_i) \oplus H_0(b||PW_i)) \mod n_0)$ and checks the validity of the pair $(ID_i, PW_i)$ by evaluating $T_i = T_t$ holds or not. If not, the log-in request is denied. If yes, $SC$ randomly samples a secret polynomial $s_j$, and error polynomials $e'_1, e'_2$ from $\psi$. Then, $SC$ computes the public polynomial $u_1 = a_1 \cdot s'_1 + e'_1$. After that $SC$ generates a random string $v'_1$ to compute $c'_1 = d \cdot s_1 + e'_2 + Encode(v'_1)$, and $c_1 = Comp(c'_1)$, where $Encode(v'_1) = \langle 1-2^{-1/2}, 1-2^{-1/2}, v'_1, 2^{-1/2} \cdot v'_1, 2^{-1/2} \cdot v'_1, 2^{-1/2} \cdot v'_1 \rangle$; equation $c_1 = Comp(c'_1)$ means that for each $i = 0, 1, \ldots, n - 1$, every $c_1[i] = (c'_1[i] \cdot 8)/q \mod 8$. Then, $SC$ computes $\mu_1 = H_0(v'_1)$ as the shared secret, and parameters $AID_i = ID_i \oplus H_0(\mu_1)|u_1|$, $CRP_i = (t_i||p \oplus Auto_i \oplus H_0(u_1)||\mu_1)$, $M_i = H_0(\mu_1)||(AID_i||CRP_i)$. At the end of this phase, $SC$ send the following information to $S$:

$SC \rightarrow S : \{AID_i, CRP_i, M_i, u_1, u_2, c_1, \sigma_2\}$

5.3 Verification Phase

With the received messages $\{AID_i, CRP_i, M_i, u_1, u_2, c_1, \sigma_2\}$, the server $S$ will perform as follows:

V1. $S$ first calculates $c_1 = DeComp(\bar{c}_1)$ and $v_1 = Decode(c_1 - u_1 \cdot s)$, where DeComp($\cdot$) can be considered as the inverse of the Comp($\cdot$), which means for each $i = 0, 1, \ldots, n - 1$, we have $c_1[i] = (c_1[i] \cdot q)/8$. The Decode($\cdot$) can also be seen as the inverse of the Encode($\cdot$), and suppose $c_1 - u_1 \cdot s = (k_1, k_2, k_3, k_4)$, then each element of $v_1$ is defined as follows ($j = 0, 1, \ldots, 4 - 1$):

$$v_1[j] = \begin{cases} 0, & \text{if } \sum_{i=1}^{n} |x_i[j] - |x_i[j]|/q| \leq q \\ 1, & \text{else} \end{cases}.$$ 

Then, server $S$ computes the common secret $\mu_1 = H_0(v_1)$. After that, $S$ computes $ID_i = AID_i \oplus H_0(\mu_1||u_1)$ and checks whether $ID_i$ is equal to the stored $ID_i$. If not, the session will be interrupted and the counter $SUM$ will be changed to $SUM + 1$. Then, the server will determine if the value of $SUM$ is less than the threshold $m_1$ (e.g., $m_1 = 10$). If it is greater
than \( m_t \), the server will stop the service and infer that the probability of the key mismatch attack is \( 1 - p_0^{m_t} \), where \( p_0 \) is the failure probability of the Ring-LWE based key exchange (\( p_0 \) is about \( 2^{-60} \), see more details in Section 2.3 of [41]). If yes, \( S \) computes \( p = H_0(s||ID_s|||T_{reg}^i) \), \( Auth_i' = H_0(\mu_1||d_2||\sigma_2) \) and \( M_i' = H_0(\mu_1||p||AID_i||CRP) \) where \( T_{reg}^i \) and \( ID_s \) are stored in the entry of the database. If \( M_i' \neq M_i \), the session is terminated. Otherwise, \( S \) goes on to the next step.

V2. \( S \) computes \( t_i^0/p \equiv Auth_i' \equiv CRP \oplus H_0(\mu_1||\mu_2) \) and compares \( t_i^0 \) with the stored \( t_i \). Here \( t_i^0 \equiv t_i \) implies that \( T_i \) is right, and \( S \) rejects the log-in request if they are not equal. If it is right, \( S \) goes on checking the equality of the derived \( p' \equiv Auth_i' \) and the computed \( p \equiv Auth_i \). If they are not equal, \( S \) will find that \( t_i^0 \neq t_i \) but \( p' \neq p \). This implies that the smart card may be corrupted. Correspondingly, (1) If the number of the items in the \( \text{HoneyList} \) is fewer than \( m_0 \) (e.g., \( m_0 = 10 \)), \( S \) will add \( p' \) into the list; (2) If the number of the items in the \( \text{HoneyList} \) is reacher than \( m_0 \), \( S \) treats \( U_i \)’s card as lost and suspends \( U_i \)’s card until the re-registers.

V3. \( S \) generates a polynomial \( a_3 = G(\sigma_3) \), and again \( S \) samples \( s_2, e_2, \) and \( e_3 \) as \( \psi \) and computes \( d_2 = a_2 \cdot s_2 + e_2 \). Next, \( S \) generates another random key \( v_2 \). After this, \( S \) computes \( c_2 = u_2 \cdot s_2 + e_3 + \text{Encode}(v_2) \), \( c_3 = \text{Comp}(c_2) \), and the new shared secret \( \mu_2 = H_0(v_2) \). Finally, \( S \) computes \( M_3 = H_1(ID_s|||\mu_1||d_2||\mu_2) \), and sends to \( U_i \) the following: \( S \rightarrow U_i \) : \( \{M_1, d_2, c_2\} \).

V4. The smart card computes \( c_3 = \text{Decomp}(c_2) \), as soon as receiving the reply message from the server. Then, \( S \) computes the random string \( v_2 = \text{Decode}(c_3 - d_2 \cdot s_2) \). After that, the new shared secret is computed as \( \mu_2 = H_0(v_2) \). Next, \( S \) computes \( M_3' = H_2(\mu_1||d_2||\mu_2) \) and compares it with the received \( M_3 \). If \( M_3 = M_3' \), the smart card has authenticated the server \( S \). Finally, \( U_i \) computes \( M_3 = H_1(ID_s|||\mu_1||d_2||\mu_2) \), and the smart card sends it to \( S \) the following: \( U_i \rightarrow S \) : \( \{M_3\} \).

V5. On receiving \( \{M_3\} \), \( S \) computes \( M_3' = H_2(ID_s|||\mu_1||d_2||\mu_2) \) and then checks if \( M_3 = M_3' \) equals the received \( M_3 \). If this verification holds, \( S \) has authenticated the user \( U_i \) and the login request is accepted, else the connection is terminated.

V6. Finally, the user \( U_i \) and the server \( S \) agree on a common session key \( sk_u = H_3(\mu_1||\mu_2||d_3||p||\mu_3) = sk_s \) and they would use it for future data communications.

### 5.4 Password Change Phase

When the user \( U_i \) needs to change her password, the password change phase is performed as follows:

P1. \( U_i \) logs into the server \( S \) successfully and agrees on a session key \( sk_U \) with it.

P2. \( U_i \) chooses a new password \( PW_{new} \) and a new random string \( b_{new} \), then she inputs \( PW_i, PW_{new} \) and \( b_{new} \) to the card. With these new parameters, the smart card computes \( p = H_0(s||ID_s|||T_{reg}^i) \) and the computed \( p \equivAuth_i' \equiv CRP \oplus H_0(\mu_1||\mu_2) \) to the card.

P3. The smart card uses the session key \( sk_u \) to encrypt the password-changing message \( \{p, H_0(b_{new}||PW_{new})\} \) and sends the encrypted message \( M = E_{sk_u}(p||H_0(b_{new}||PW_{new})) \) to server \( S \).

P4. \( S \) decrypts the received message with the shared session key \( sk_s \) and computes \( p' = H_0(s||ID_s|||T_{reg}^i) \). Then \( S \) compares the received \( p' \). If \( p' = p \), \( S \) denies the password change requirement. Otherwise, \( S \) picks a new random number \( t_{new} \) and computes \( T_{new} = H_0((H_0(ID_s) \oplus H_0(b_{new}||PW_{new})) \text{mod} n_0) \), \( T_{new} \equiv t_{new} \) and \( R_{new} = H_0(b_{new}||PW_{new}) \oplus p' \).

P5. The server \( S \) encrypts the new parameter \( M_t = E_{sk_s}(T_{new}||R_{new}||T_{new}^i||t_{new} \cdot t_{new}) \) and replaces \( t_i \) with the newly chosen \( t_{new} \) in the database. Then, \( S \) sends the message \( M_t \) to the smart card.

P6. The smart card receives the message and decrypts it. Then, it updates \( T_{reg}^i, T_t, t_i \) with \( R_{new} \cdot t_{new}, T_{new}^i \), respectively.

### 5.5 Correctness

The correctness of the verification phase is elaborated as follows. At the log-in phase, the user \( U_i \) inputs her identity \( ID_s \) and password \( PW_i \). To resist offline password guessing attacks and achieve timely typo detection, the smart card SC first checks the equation \( T_i = T_s \), where \( T_i = H_0((H_0(ID_s) \oplus H_0(b||PW_i)) \mod n_0) \) and \( T_s \) is stored in the smart card SC. But the establishment of the equation does not mean that the user has entered the accurate password (maybe \( H_0(b||PW_i) \equiv H_0(b||PW_i) \mod n_0 \)), due to the use of the
“fuzzy-verifier”. Therefore, another parameter $R_i$ stored in the smart card is used to check whether the user holds an accurate password $PW_i$. SC calculates $p^i = R_i \oplus H_0(b)$ $PW^*_i = H_0(s || ID_i || T_{req})$, where $s$ is the server’s private key, $ID_i$ and $T_{req}$ are stored in the server’s database during the registration phase. The server will calculate $p = H_0(s || ID_i || T_{req})$ immediately when she receives $U_i$’s log-in request and checks the availability of received $p^i$. Only by entering the accurate password $PW^*_i$ can SC provide the correct $p$. Thus, the server verifies the user’s password.

Our proposed scheme preforms the key exchange twice in the log-in phase and verification phase, respectively. In the log-in phase, smart card chooses a shared secret $c_t$ and encrypts it as $c_t = d \cdot s_t + e^t + \text{Encode}(v_1^t)$. After that, SC sends the compressed cipher $c_t$ to server $S$. Then, $S$ decompresses $c_t$ and obtains the shared secret by calculating $v_1 = \text{Decode}(c_t - u_t \cdot s)$. At last, both of the two parties derive the final shared key $\mu_1$ by hashing the same $v^t_1$. The second key exchange performs in the verification phase which is similar to the first round, and generates $\mu_2$ as the second shared key. Next, in the verification phase $V_4$, SC computes $M'_s = H_0(ID_1 || ID_2 || [d_2 || p] || [\mu_2])$ and compares it with the received $M_3$ if $M'_s = M_3$, the user will authenticate the server. Similarly, the server will authenticate the user by comparing $M'_u = H_0(ID_1 || ID_2 || [d_2 || p] || [\mu_2])$ with the received $M_1$, after this, we achieve the mutual authentication and establish the same session key $sk_U = H_0(ID_1 || ID_2) || \mu_1 || [d_2 || p] || [\mu_2] = sk_S$.

6 Security Analysis

In this section, we give a formal security analysis of our proposed Quantum2FA. First, we introduce the formal definition related to the hardness of the Ring-LWE problem, after that, we introduce two attacks that against the LWE/Ring-LWE problem. Finally, we detail the formal security model and give the security proof.

6.1 The Ring-LWE Problem

Recall that $R_q = Z_q[x]/(x^n + 1)$ and $\psi$ is a discrete distribution over $R_q$. We assume that for a security parameter $l$ as its inputs, there is an algorithm $G$ which outputs $(R_q, R_q, q, n, \psi)$ according to $l$. By randomly selected $a \in R_q$, $s \in \mathbb{R} \psi$, and $x, y \in R_q$, similar to the Diffie-Hellman assumptions, the decision Ring-LWE problem is to distinguish $(a, b = as + e)$ from $(x, y)$. More formally, we have:

Definition 1. Set $R_q$ and $\psi$ as defined above, if for any probabilistic polynomial-time (PPT) adversary $A$, the advantage that

$$Adv_G^{\text{DLRIWE}}(A) = |Pr[A(R_q, q, n, x, a, b) = 1] - Pr[A(R_q, q, n, x, y, a) = 1]|$$

is negligible, where $a \in R_q$, $s \in \mathbb{R} \psi$, and each pair $(x, y)$ is randomly chosen from $R_q \times R_q$. Then we say the decision Ring-LWE problem is hard with $G$.

6.2 The Quantum Resistance

The security of lattice-based schemes is often depended on the hardness of finding a relatively short vector in the lattice. The BKZ [69] is an algorithm to find short vectors in an n-dimensional lattice. Based on BKZ, there exist two attacks: primal attack and dual attack that against the LWE/Ring-LWE problem.

- **Primal attack**: The primal attack consists of constructing a unique-SVP instance from the LWE problem and solving it using BKZ. By examining how large the block dimension $b$ is required to be for BKZ to find the unique solution, we can demonstrate the security of the Ring-LWE based scheme. The success condition is:

$$\sqrt{b} \leq \delta_{2d-1} \cdot q^{m/d}.$$  

If an attacker needs an advantage of at least 1/2 to significantly decrease the search space of the agreed key, he must be repeated at least $R$ times where

$$R = \max \{1, 1/(2^{0.207b}\varepsilon^3)\}.$$  

See more details in the Section 6.3 and 6.4 of [48], the resistance to these attacks illustrates the quantum security of our Ring-LWE based key exchange scheme.

6.3 Formal Security Model

This section basically models the communications between several players over a channel which can be fully controlled by a PPT adversary $A$. The players are expected to agree on the session key over this channel and then use it for data transmission. Therefore, to reflect adversary’s capabilities, some queries, such as Send-query, Execute-query and Test-query, are given to $A$ and they are used to model different attacks in the real communication scenarios.

Players. There are a number of participants in a two-factor protocol $P$, namely, a user $U \in U$ and a server $S \in S$. Each of them has several instances called oracles. The user and server instances are denoted by $U^i$ and $S^j (i, j \in Z)$, respectively, and the notation $I$ is represented as any kind of such instances (i.e., $I \in U \cup S$).

Passwords and Long-Term Keys. Each user $U \in U$ with identity $ID_u$ owns a password $PW_u$ which is considered to be drawn from a fixed, non-empty password dictionary $D$ whose size is $|D|$. As shown by wang et al. [58], the password dictionary obeys Zipf’s distribution. Besides, $S$ stores some non-sensitive data and a few necessary public parameters as well as a long-term private key $PRK$.

Queries. The following queries model the adversary’s capabilities in real attacks. Only through the oracle queries does the interaction between the adversary $A$ and instance $I$ occur.
game, $A$ outputs a guess bit $b'$ for the bit $b$ involved in the Test-query. Let $Succ(A)$ be the event that $b' = b$, then $A$'s advantage in winning the game is defined as:

$$Adv_{\mathcal{F,D}}^{AKE}(A) = 2Pr[Succ(A)] - 1 = 2Pr[b' = b] - 1$$

As shown in [5], [70], [71], for a two-factor scheme, it is desirable that online password guessing attack shall be $A$'s best possible strategy to impersonate a party. So, the two-factor protocol $P$ is said to be semantically secure if for any PPT adversary $A$ making $q_{send}$ on-line attacks, there exists a negligible function $\epsilon$ such that

$$Adv_{\mathcal{F,D}}^{AKE}(A) \leq C' \cdot q_{send} + \epsilon,$$

where $D$ is the password space which follows Zipf’s distribution [58], $c'$ and $s'$ are the Zipf parameters.

**Remark 1.** In most existing PAKE studies (e.g., [31], [32], [73]) and other kinds of password-based protocols (e.g., two-factor authentication [74] and password authenticated keyword search [75]), passwords are assumed to follow a uniformly random distribution, and the real attacker’s advantage $Adv$ is thus formulated as $q_{send}/|D| + \epsilon$, where $|D|$ is the size of the password dictionary $D$, and $q_{send}$ is the number of $A$’s active on-line password guessing attempts (which is analogous to $q$, in [73], [74], [75]). Instead, we prefer the CDF-Zipf model [5], [58], and the attacker’s advantage $Adv$ can be formulated as $C' \cdot q_{send} + \epsilon$ for the Zipf parameters $C'$ and $s'$. Fig. 4 shows that the traditional uniform-model based formulation $q_{send}/|D| + \epsilon$ always significantly underestimates the real attacker’s $Adv$ ($\forall q_{send} \in [1, |D|]$). Fortunately, the CDF-Zipf based formulation $C' \cdot q_{send} + \epsilon$ well approximates the real attacker’s $Adv$ ($\forall q_{send} \in [1, |D|]$), the largest deviation between $C' \cdot q_{send} + \epsilon$ and $Adv$ is as low as 0.491%. This CDF-Zipf based formulation is drastically more accurate than other occasionally used formulations like the Min-entropy model in [76].

### 6.4 The Security Proof

Here we show that an adversary $A$ attacking Quantum2FA is unable to determine the session key $sk$ of a fresh instance (i.e., with no greater advantage than just performing online guessing). For simplicity, the goal of forward-secrecy is not considered here. Our security reduction games are based on the work of Wang-Wang [5].

First, we introduce the decision Diffie-Hellman-like problem$^4$, and a similar problem is introduced in [34] to tell the difference between the tuples containing a truly established key and that with a randomly selected string. More formally we have:

**Definition 2.** Set $R_\Psi$ and $\Psi$ the same as in Definition 1, then decision DH-like problem is hard with $G$, if for a PPT adversary $A$, the probability that

4. Diffie-Hellman-like problem introduced in [34]. Essentially, this is a quantum-resistant hard problem and the hardness of which is based on the decision Ring-LWE problem.
is negligible. Here in the tuple \((a, b, b', c, \mu_2)\), \(\mu_2\) is the actual key computed by the parties, while \(\mu_2'\) is a random string selected from \(\{0, 1\}\).

**Theorem 1.** Let \(D\) be a password space that follows Zipf’s law, \(c'\) and \(s'\) be the the Zipf parameters. Our proposed scheme is denoted by \(P\). Let PPT adversary \(A\) against the semantic security with a time bound \(t\) and he makes \(q_{\text{send}}, q_{\text{exe}}\) queries of type \(\text{Send}, \text{Execute}, \text{respectively, and} q_\theta\) queries to the random oracles. For \(t' = t + (q_{\text{send}} + q_{\text{exe}} + 1) \cdot \tau_m\), where \(\tau_m\) is the computation time for a multiplication in the ring \(\mathcal{R}_q\).

\[
\text{Adv}^{\text{DDH-like}}_G(A) = \left| \text{Pr}[A(a, b, b', c, \mu_2) = 1] - \text{Pr}[A(a, b, b', c, \mu_2') = 1] \right|
\]

Proof. To begin, we define the following games starting at the real attack game \(G_0\) and ending with \(G_5\). For each game \(G_n\) \((n = 0, 1, \ldots, 8)\) we define the following events:

- \(\text{Succ}_a\): \(G_n\) occurs if \(A\) correctly guesses the bit \(b\) involved in the Test-query.
- \(\text{AskP}_a\): \(G_n\) occurs if \(A\) correctly computes the parameter \(p\) by asking a hash query \(\mathcal{H}_0\) on \(b||IW_1\) or \(s||ID_m||T_{\text{reg}}\).
- \(\text{AskM}_a\): \(G_n\) occurs if \(A\) correctly computes the parameter \(p\) and asks a hash query \(\mathcal{H}_1\) (or \(\mathcal{H}_2\)) on \(ID_m||ID_m||[\mu_1||d_2][p]||[\mu_2\).
- \(\text{AskH}_a\): \(G_n\) occurs if \(A\) correctly asks a hash query \(\mathcal{H}_i\) \((i = 1, 2, 3)\) on \(ID_m||ID_m||[\mu_1||d_2][p]||[\mu_2\).

**Game G0:** This game corresponds to the real attack, within the random oracle model. By definition, we have:

\[
\text{Adv}^p_{\text{PKE}}(A) = 2\text{Pr}[\text{Succ}_a] - 1
\]

**Game G1:** In this game, we use a truly random string to replace the PRG \(G()\), which means that the polynomial \(a \cdot b \mathcal{Z}_q^n\) instead of \(a \cdot G()\). The two games \(G_1\) and \(G_0\) are almost the same except the impact of PRG:

\[
\text{Pr}[\text{Succ}_b] - \text{Pr}[\text{Succ}_a] \leq \text{Adv}^{\text{PRG}}_G(t)
\]

**Game G2:** There are two possible conditions that the collision may appear:

- collisions on the partial transcripts \((\text{AID}_m, CRP_1, M_1), M_{a1}, M_{a2}\).
- collisions on the outputs of hash queries.

In this game we exclude the impact of the collision and both probabilities are bounded by the birthday paradox:

\[
\text{Pr}[\text{Succ}_2] - \text{Pr}[\text{Succ}_1] \leq \frac{(q_{\text{send}} + q_{\text{exe}})^2}{2^l} + \frac{q_b^2}{2^{l+1}}
\]

where \(l = \min\{l_i\}, i = 1, 2, 3\).

**Game G3:** There are some probabilities that the adversary may obtain the correct authenticator \(M_{a1}\) or \(M_{a2}\) without asking the corresponding hash query \(\mathcal{H}_1\) or \(\mathcal{H}_2\):

\[
\text{Pr}[\text{Succ}_3] - \text{Pr}[\text{Succ}_2] \leq \frac{2q_m^2}{2^l} - \frac{q_b^2}{2^{l+1}}
\]

**Game G4:** We define this game by aborting the game wherein the adversary may have lucky in guessing the correct parameter \(p\) (i.e., without asking the corresponding query \(\mathcal{H}_0\)):

\[
\text{Pr}[\text{Succ}_4] - \text{Pr}[\text{Succ}_3] \leq \frac{2q_m^2}{2^l} - \frac{q_b^2}{2^{l+1}}
\]

**Game G5:** We define this game by aborting the game wherein the adversary may have computed the correct parameter \(p\) and impersonate as a client or server.

The two games \(G_4\) and \(G_5\) are indistinguishable unless the event \(\text{AskP}_5\) occurs:

\[
\text{Pr}[\text{Succ}_5] - \text{Pr}[\text{Succ}_4] \leq \text{Pr}[\text{AskP}_5]
\]

In order to upper bound \(\text{Pr}[\text{AskP}_5]\), the parameter \(p\) is assumed to be correctly computed by the adversary \(A\) in all the following games.

**Game G6:** We define this game by aborting the game wherein the adversary may have computed the correct authenticator \(M_{a1}\) or \(M_{a2}\) (that is, by asking the corresponding hash query \(\mathcal{H}_1\) or \(\mathcal{H}_2\)) and impersonate as a client or a server.

The two games \(G_6\) and \(G_5\) are perfectly indistinguishable unless event \(\text{AskM}_6\) occurs:

\[
\text{Pr}[\text{Succ}_6] - \text{Pr}[\text{Succ}_5] \leq \text{Pr}[\text{AskM}_6]
\]

As a result, the values of \(M_{a2}, M_{a2}, M_{a1}, M_{a2}\) are completely independent from \(p, \mu_1, G_6\) and \(G_5\) are indistinguishable unless the event \(\text{AskH}_7\) occurs:

\[
\text{Pr}[\text{Succ}_7] - \text{Pr}[\text{Succ}_6] \leq \text{Pr}[\text{AskH}_7]
\]

In order to bound \(\text{Pr}[\text{AskP}_5]\), we need to introduce the following Lemma: \(\square\)
Lemma 1. The probabilities of the events $\text{Succ}_7$ and $\text{AskP}_7$ in this game can be up-bounded by:

$$|\Pr[\text{Succ}_7]| = \frac{1}{2}, \quad |\Pr[\text{AskP}_7]| \leq \frac{1}{2} C' \cdot q'_{send} + \frac{2q_{send}}{2^t} \tag{12}$$

Proof. In the game $G_7$, the session keys are computed with private hash oracle unknown to $A$, and thus $|\Pr[\text{Succ}_7]| = \frac{1}{2}$. Since we have avoided the cases where $A$ has been lucky in guessing $p$, $A$ can correctly compute $p$ with the help of either a $\text{Corrupt}(I = U^1, 1)$-query or a $\text{Corrupt}(I = U^2, 2)$-query. The probability of which is denoted by $|\Pr[\text{AskP}_7; \text{withCorr}_1]|$ (i.e., $|\Pr[\text{AskP}_7; \text{Corr}_1]|$ in short) and $|\Pr[\text{AskP}_2; \text{withCorr}_2]|$, respectively.

When $A$ asks the $\text{Corrupt}(I = U^1, 1)$-query, she will get the security parameters stored in the $U^1$'s smart card. In order to get the authenticator $p$, $A$ can randomly choose to attack the user $U^1$ or the server $S$ with the probability of $|\Pr[U]| = |\Pr[S]| = \frac{1}{2}$. If $A$ chooses to attack $S$, she cannot get the correct $p$ (i.e., $|\Pr[\text{AskP}_2; S]| = 0$), since all of the random oracles are private and she only has the parameters in the smart card. If $A$ chooses to attack $U^1$, she can get the $p$ by guessing the correct password. As a result, $|\Pr[\text{AskP}_2; U]| = C' \cdot q'_{send}/2$. The $|\Pr[\text{AskP}_2; S]|$ is calculated as follows:

$$|\Pr[\text{AskP}_2; S]| = |\Pr[\text{AskP}_2; S]|/\Pr[U] + |\Pr[\text{AskP}_2; S]|/\Pr[S]$$

$$\leq C' \cdot q'_{send}/2 + \frac{1}{2} = \frac{1}{2} C' \cdot q'_{send}$$

Thus, we have

$$|\Pr[\text{AskP}_2; \text{withCorr}_1]| \leq \frac{1}{2} C' \cdot q'_{send} \tag{14}$$

$$|\Pr[\text{AskP}_2; \text{withCorr}_2]| \leq \frac{q_{send}}{2^t} \tag{15}$$

Game $G_5$: In this game, we calculate the parameters $M_{d_2}, M_{d_3}, S_{k_1}, S_{k_2}$ in the same way as that in the game $G_7$. So we have

$$|\Pr[\text{AskH}_8]| = |\Pr[\text{AskH}_7]| \tag{16}$$

Notice that $|\Pr[\text{AskH}_8]|$ means that the Adversary $A$ has queried the random oracles $H_i(i = 1, 2, 3)$ on $(ID_i, |ID_i|, \mu, \mu(d_1[i], |D_i|), \mu(d_2[i], |D_i|))$ and he will finish this with time bound $t' = t + (q_{send} + q_{exe} + 1) \cdot \tau_m$. By picking randomly in the $A$-list we can get the real $\mu_2$ with probability $\frac{1}{2}$. Thus

$$|\Pr[\text{AskH}_8]| \leq q_{b}\text{Adv}^{\text{DDH-like}}_{B}(t'). \tag{17}$$

Next, to analyze the security of the mutual authentication, we have:

**Theorem 2.** Let $D, c, s$ and $P$ defined the same as that in theorem 1. Suppose that there is a PPT adversary $A$ trying to destroy mutual authentication in a time bound $t$ and he makes $q_{send} \text{ Send}, q_{exe} \text{ Execute},$ and $q_{b}$ random oracle queries, respectively. Then $A$’s advantage is bounded by

$$\text{Adv}^{\text{UTH}}_{P, P}(t) \leq \frac{1}{2} C' \cdot q'_{send} + 5q_{b}\text{Adv}^{\text{PRG}}_{G}(t) + \frac{q_{b}^2 + 6q_{send}}{2^t} + (q_{send} + q_{exe})^2/2q.$$  

Here $t' = t + (q_{send} + q_{exe} + 1) \cdot \tau_m$, where $\tau_m$ is the computation time for a multiplication in the ring $\mathbb{R}_q$.

This proof is similar to the Theorem 1, so we omit it.

### 7 FURTHER SECURITY DISCUSSION

In this section, we will evaluate the security of the proposed scheme, based on the evaluation criteria and adversary model in Section 3.

#### 7.1 Quantum Security

In order to show the quantum security of our scheme, we start from the prospective that both of the two factors (i.e., password and security parameters stored in the smart card) are quantum secure. In the R2 of the Registration phase, the server stores $R_i = H_0(b||PW_i) \oplus H_0(s||ID_i||T_{reg})$, $SC$ will calculate $p = R_i \oplus H_0(b||PW_i) = H_0(s||ID_i||T_{reg})$, where $s$ is the server’s private key and $PW_i$ is user’s password. Therefore, the parameter $p$ is the combination of two authentication factors, called “two-factor authenticator”. As mentioned earlier, the encryption based Ring-LWE key exchange could be used to provide quantum resistance. In the log-in phase, smart card chooses a shared secret $\nu_i$ and encrypts it as $c_i' = d \cdot s_i + \nu_i + \text{Encode}(\nu_i)$. After that, $SC$ sends the compressed cipher $c_i'$ to server $S$. Then, $S$ decompresses $c_i'$ and obtains the shared secret by calculating $\nu_i = \text{Decode}(c_i - u_i \cdot s_i)$. At last, both of the two parties derive the final shared key $\mu_1$ by hashing $\nu_i$. Now, we have finished the first key exchange.

When sending the log-in request to the server, $SC$ hides the “two-factor authenticator” $p$ with the shared key $\mu_1$ by computing $CRP_i = (\mu_1||p \oplus \text{Auth}_i) \oplus H_0(u_i||\mu_1)$. Since $s$ is the server’s private key, the quantum adversary cannot calculate $p$ directly unless she obtains both the two authentication factors at the same time, which is not allowed. Our security proof formally demonstrates the above process in the random oracle model (ROM). It should be noted that when talking about the quantum security of a post-quantum cryptographic scheme, an alternative method is to prove its security through quantum random oracle (QROM) [77]. To obtain a concrete system, which has been proven to be secure under the ROM, a concrete hash function is needed to replace the random oracle. In this case, a quantum attacker can evaluate the hash function on quantum states (i.e., “in superposition”), which is different from the classical access.
Therefore, the proposal of the QROM is aimed to tackle this situation. Boneh et al. [77] also pointed out that in quantum settings, one can gain a polynomial speed-up on the collision search against hash functions by using Grover’s algorithm ($N$ elements in time $O(\sqrt{N})$), which increases the vulnerability of the hash function. However, Keccak [78], which has been standardized as SHA3 in FIPS-202, offers a concrete hash function SHAKE. Specifically, SHAKE128 could offer 128-bits of post-quantum security against collisions and preimage attacks [48]. This confirms us that with the advancement of post-quantum research, QROM is not the only way to provide quantum security. Moreover, hash-based cryptosystem has been accepted as one of the candidate technical routes for constructing post-quantum cryptographic schemes [35], [37]. In all, the most efficient constructions in lattice-based cryptography are proved in the random oracle model and there do exist post-quantum schemes, such as GPV [79], proved secure under the QROM, but they were proved secure in ROM. As the first step to quantum safe 2FA, our work follows this route and we will focus on providing security proofs under QROM for the post-quantum schemes in future works.

### 7.2 Key Reuse Attack

In the registration phase, $S$ computes his public key $d = a_1 \cdot s + e_1$ and stores it in $U_i$’s smart card. To perform the user authentication, this is inevitable and results the key reuse attack. For encryption-based key exchange scheme, the signal that reveals the private key information refers to the cipher $c_1$. In the log-in phase, $SC$ calculates $c_1 = \text{Comp}(c_1')$, since the adversary must be the signal receiver, in this way, the adversary can only be the person who sends the signal. Additionally, in the log-in phase, $SC$ computes $AID_i = ID_i^T = \mathcal{H}_0(\mu_1 || u_1)$ where $\mu_1$ is the shared key. When receiving the log-in request, $S$ checks the shared key’s validity by verifying whether $ID_i = ID_i^T$. If it is found invalid, $S$ will abort this session and record the number of failures in the counter $SUM$, we set the threshold $m_1 = 10$ which is much lower than the actual attack (e.g., Qin et al. [66], 1,568 queries). Since the calculation of $AID_i$, only related to $\mu_1$ and the low failure probability of the original scheme (see Section 5.3), the failure of the verification indicates the occurrence of the key mismatch attack.

### 7.3 Traditional Security Goals

The server only maintains a table $\{ID_i, T_{reg}\}$ of $U_i$ (C1 and C3). $U_i$ chooses his own password and can change it in the password change phase (C2 and C6). By employing the “fuzzy verify” $T_i = \mathcal{H}_0((\mathcal{H}_0(ID_i) \oplus \mathcal{H}_0(b || P_W_i)) \mod n_0)$, we can solve the smart card loss problem (C4 and C9) and offline dictionary attack (C5). To avoid clock synchronization (C8), a nonce based mechanism is designed to provide the freshness of the message. In the verification phase V4, $SC$ computes $M_{s1}^i = \mathcal{H}_2(ID_i || ID_s || |\mu_1| || d_s || |\mu_2|$) and compares it with the received $M_{s1}$, if $M_{s1}^i = M_{s1}$, the user will authenticate the server. Similarly, the server will authenticate the user by comparing $M_{s1}^u = \mathcal{H}_2(ID_u || ID_s || |\mu_1| || d_u || |\mu_2|$) with the received $M_{s1}$, after this, we achieve the mutual authentication (C10). We use session-variant pseudo-identity $AID_i$ to achieve user anonymity (C11). To achieve forward secrecy (C12), the DH-like key exchange is adopted. The session key established at the end of the verification phase is $sk_{I1} = \mathcal{H}_2(ID_i || ID_s || |\mu_1| || d_s || |\mu_2|$ and $v_2$ is a random string that changes with each new session. As a result, our scheme can provide forward secrecy.

### 8 Performance Evaluation

We now evaluate the performance of our scheme Quantum2FA. Our scheme performs computations in the ring $\mathcal{R}_q = \mathbb{Z}_q[x]/(x^n + 1)$ with the dimension $n = 512$ and $q = 12289$. We use the centered binomial distribution $\psi$ with parameter $k = 8$, which is obtained by setting $\psi = \Sigma_{i=1}^8 b_i - b'_i$, where $b_i$ and $b'_i$ are randomly selected from $\{0, 1\}$.

#### 8.1 Performance Comparison

We implement our proposed scheme on a ATxmega128A1 micro controller which is equipped with a 128 Kb FLASH program memory, and a 8 Kb SRAM. The micro controller supports an 128-bit AES hardware crypto-accelerator and can offer a maximum clock speed of 32 MHz. Our server is a laptop which is equipped with an Intel Core i7 processor running at 2.7 GHz and an 8 GB RAM.

To speedup the polynomial multiplications, we use the NTT (Number Theorem Transform), which is a widely used technique and optimized with LUT-based optimization techniques in [86]. We compare the performance of Quantum2FA with eight state-of-the-art relevant schemes [5], [16], [80], [81], [82], [83], [84], [85]. To give an intuitive grasp of the resource consumption of each scheme, in the following we present the main computational time. Let $T_{11}, T_{11}, T_{11}, T_{11}, T_{11}, T_{11}, T_{11}$ denote the time complexity for bilinear-pairing, map-to-point hash, hash, modular exponentiation, elliptic curve point multiplication, block encryption and polynomial multiplication, respectively. Other lightweight operations such as additions are omitted. We list the computation time for related cryptographic operations on different platforms in Table 2. The comparison results are summarized in Table 3. Meanwhile, Table 3 shows that Quantum2FA not only satisfies all the 12 evaluation criteria proposed by Wang-Wang [5], but also enjoys quantum security. While all the other schemes are short of some important criteria.
TABLE 3
Evaluation of Our Scheme With Comparison Among Relevant Authentication Schemes

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Year</th>
<th>Ref.</th>
<th>User side</th>
<th>Server side</th>
<th>Cost</th>
<th>No vulnerable side (C1)</th>
<th>No password leakage (C2)</th>
<th>No keyboard attack (C3)</th>
<th>No clock synchronization (C4)</th>
<th>No smart card loss problem (C5)</th>
<th>No denial of service (C6)</th>
<th>No entropy harvesting (C7)</th>
<th>No weak random number (C8)</th>
<th>No backdoor (C9)</th>
<th>No maze (C10)</th>
<th>No sinkhole (C11)</th>
<th>Forward secrecy (C12)</th>
<th>Quantum Security</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xie et al.</td>
<td>2017</td>
<td>[16]</td>
<td>$3T_A + 6T_H$</td>
<td>$3T_A + 2T_R + 5T_H$</td>
<td>566.9 ms</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
<td>✗</td>
<td>✔</td>
</tr>
<tr>
<td>Zhang et al.</td>
<td>2017</td>
<td>[80]</td>
<td>$3T_R + 6T_M$</td>
<td>$3T_R + 8T_M$</td>
<td>949.3 ms</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✔</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Das et al.</td>
<td>2018</td>
<td>[81]</td>
<td>$3T_A + 15T_H$</td>
<td>$2T_M + 16T_H$</td>
<td>669.8 ms</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Wang et al.</td>
<td>2018</td>
<td>[5]</td>
<td>$3T_A + 9T_H$</td>
<td>$3T_A + 7T_H$</td>
<td>508.2 ms</td>
<td>✔</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✔</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Li et al.</td>
<td>2019</td>
<td>[82]</td>
<td>$2T_A + 9T_H$</td>
<td>$4T_A + T_B + T_k$</td>
<td>463.9 ms</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Das et al.</td>
<td>2019</td>
<td>[83]</td>
<td>$2T_A + 9T_H$</td>
<td>$2T_A + 8T_H$</td>
<td>446.9 ms</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Amin et al.</td>
<td>2020</td>
<td>[84]</td>
<td>$2T_H + 6T_H + 2T_M$</td>
<td>$2T_M + 5T_H + 7T_R$</td>
<td>403.8 ms</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Majid et al.</td>
<td>2020</td>
<td>[85]</td>
<td>$2T_M + T_B + 10T_H$</td>
<td>$2T_M + 3T_B + T_H$</td>
<td>453.4 ms</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Our scheme</td>
<td>2021</td>
<td>–</td>
<td>$6T_H + 12T_H$</td>
<td>$3T_P + 9T_H$</td>
<td>209.3 ms</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✔</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>

1The details of criteria C1~C12 are referred to Sec. 3; 2Note that “✓” means achieving the corresponding goal, while “✗” not.

For example, Seo et al. proposed a modular reduction method in their work [86], which is a generic approach for any primes for lattice-based schemes. Furthermore, lattice-based cryptosystems have been the most promising choice in the post-quantum era candidate algorithm [43]. Seo et al. [86] optimize NTT and random sampling operations on low-end 8-bit AVR micro controllers and point out that “code-based cryptography and multivariate-based cryptography have the long key problem. Hash-based cryptography has long signature problem. Isogeny-based cryptography has long execution timing. Among them, the lattice-based cryptography is considered as one of the most promising candidates for post-quantum cryptography due to its reasonably small key size, small cipher text size, and short execution timing”. All this indicates that Ring-LWE based cryptosystems are most promising to be implemented efficiently on resource-constrained devices such as IoT devices and smart cards. We highlight that our Quantum2FA also provides a design framework for two-factor protocols with quantum security in the context of key reuse attack, implying that with the advancement of post-quantum cryptography standards and the improvement of smart card performance, our solution can serves as a guideline for future work.

9 Conclusion
In this paper, we have proposed Quantum2FA, a secure and efficient smart-card-based password authentication scheme for the mobile devices. As far as we know, Quantum2FA is the first 2FA scheme that is secure against attacks from both quantum and conventional computers. We have found that the main challenge in designing Ring-LWE based 2FA schemes lies in how to thwart the recently proposed key reuse attack against lattice-based key exchanges, because existing countermeasures cannot be readily applied to 2FA schemes. By extending the usage of “honeywords” [72] and adapting the modified Alkim et al’s [41] encryption-based approach. We have figured out an effective solution to this problem. Besides, Quantum2FA also provides a design framework for quantum-resistant 2FA in the context of key reuse. We highlight that a desirable smart-card-based password authentication scheme should not only satisfy the widely-accepted 12 evaluation criteria proposed by Wang-Wang [5], but also meet two additional, important goals (i.e., quantum secure and high efficiency). Considering the rapid development of quantum-computing, we believe that achieving practical two-factor authentication is of broad interest, and our work constitutes an important step forward in this direction and will spark interest for new quantum-resistant 2FA research.
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