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Abstract—Fully Homomorphic Encryption (FHE) allows computing over encrypted data without decrypting the corresponding ciphertexts, and it constitutes a promising cryptographic primitive to preserve data privacy in the big data computing environments. In general, FHE schemes can be constructed by using the standard Learning with Errors (LWE) assumption, and the current crux lies in how to achieve efficient multi-bit FHE encryption while being leakage-resilient against attackers who may capture the information of cryptographic secret keys via side channel attacks. Based on Berkoff-Liu’s work at TCC’14, we aim to address this issue by giving a new structure of public key matrix with any number of LWE instances, thereby avoiding the use of a straightforward composition to achieve multi-bit FHE encryption under standard LWE. Particularly, our scheme attains provable security.

1 INTRODUCTION

Big data technologies collect vast amounts of data from heterogeneous sources to gain greater insight into patterns and trend not generally discernible when analyzing smaller data sets. Cloud computing and big data are conjoined, and their relationship can be well expressed by “Big data provides users the ability to use commodity computing to process distributed queries across multiple datasets and return resultant sets in a timely manner. Cloud computing provides the underlying engine through the distributed data-processing platforms like Hadoop” [1].

Although cloud computing brings many attractive opportunities, big data proved to be the “killer application” for the cloud computing that made it all work. However, without the right security and encryption solution in place, big data can mean serious problems. Namely, the main challenge arises naturally is that wherever there needs to be a trust boundary between data owners and computation-service providers, since once the data and operations are outsourced by the cloud server, the user lacks a valid mechanism for maintaining confidentiality and availability of the data [2], [3]. Following the trajectory of recent developments, a natural question that arises is:

How to overcome big data privacy and data insecurity in the cloud and prevent an attacker from modifying the highly-sensitive data and using those changes to gain unauthorized access to data?

Actually, the solution which provides mathematical guarantees of privacy in this setting, without the requirement to trust a third party’s hardware, can only be provided by cryptography. To the best of our knowledge, fully homomorphic encryption (FHE) is one way to solve the above question, and it is an important component of a well-designed big data deployment. FHE allows the cloud server to perform operations on encrypted data without ever gaining any information about the processed data, that can protect data from unauthorized tampering and theft by malicious attackers.

FHE is a public key encryption scheme supporting algebraic operations on encrypted data. Specially, FHE is a secure homomorphic mapping from plaintext space to ciphertext space, allowing us to evaluate directly any function over encrypted data by only using public information, and such that the output is a ciphertext of the equivalent function over the corresponding plaintexts. Since the seminal work of Gentry [4] at STOC’09, many FHE schemes have been proposed [5], [6], [7], [8], [9], [10], [11] etc. Notably, the FHE scheme of Gentry, Sahai and Waters [6] (GSW) has proven to be useful breakthrough and the best current scheme.

1.1 Challenges and Motivations

A common feature of these traditional FHE schemes is that they only allow computation on encrypted single-bit, and the efficiency is unsatisfactory. Most of FHE constructions focus on single bit encryption, though it is pointed out they can be amortized in the concatenation way (or a straightforward composition) to achieve multi-bit computation. Unfortunately, this straightforward construction for multi-bit FHE will not lead to the best performance. To alleviate the efficiency problem, Hiromasa et al. [9] constructed the multi-bit FHE at PKC’15 by packing message. Essentially, their scheme only allows homomorphic
decryption on encrypted matrix bit-by-bit, which is very inefficient. On the other hand, multi-key FHE [10], [12], [13], [14], [15] is another way to improve the efficiency of homomorphic evaluation, but it is outside the scope of this paper.

In reality, many scenarios require computations on multi-bit data at one-time. Very recently, the line of the research has been improved—in [9], [16], the authors proposed interesting new ideas to construct FHE for multi-bit messages, and further improved the efficiency of FHE. However, these schemes are constructed via the straightforward construction and will not get the best performance. More concretely, 1), the scheme of Brakerski et al. [16] was constructed on top of Brakerski [5] scheme which is the representation scheme of the second generation FHE, but the Brakerski [5] scheme needs the evaluation key to achieve homomorphic evaluation which leads to the increase of the computational overhead; 2), The scheme of Hiromasa-Abe-Okamoto [9] (HAO) was constructed by using GSW [6] scheme as building block which is the representation scheme of the third generation FHE, but the HAO scheme cannot achieve one-time decryption and only decrypts the ciphertext in bit-by-bit.

This naturally raises an important question: Is it possible to design an efficient method to construct LWE-based multi-bit GSW-FHE encryption rather than via straightforward concatenation?

We will formally explore this important question in this paper and believe that, the multi-bit public key encryption based on the public key with many LWE instances might offer great advantages over other approaches.

What’s more, it is realistic to assume that attackers can capture the information of cryptographic secret key via side channel attacks, and this issue has prompted cryptographers to construct “leakage resilient” schemes that remain secure under such attacks. The term “leakage resilient” is used to unite the theoretical cryptography with the practical truth of side channel attacks, and Micali-Reyzin managed to devise a theoretical model of cryptography that would cover all such attacks [17]. In particular, their goal was that if a scheme could be proved to be secure under their model, then it would also be secure against side channel attacks. In other words, it is meant to capture the security of cryptographic algorithm when an adversary uses non-standard methods to learn about the secret key [8]. Akavia et al. [18] further considered side-channel memory attacks against the LWE assumption. Techniques along this line have recently been further improved [18], [19], [20]. To the best of our knowledge, among all aforementioned schemes, none can constitute a leakage-resilient multi-bit FHE scheme. Such issues prompt us to ask the question:

How to construct a leveled FHE scheme with multi-bit messages to be secure against side-channel attacks?

1.2 Our Contributions

In this work, we first construct a public key matrix with multiple LWE instances rather than one LWE instance in the standard public key matrix like [5], [6], [14]. Then, utilizing the new public key, we construct a multi-bit GSW-style FHE scheme (hereafter MGSW). Furthermore, in the multi-bit setting, we construct a leveled, leakage-resilient FHE. More concretely,

- First, we propose a new structure of public key matrix with multiple LWE instances as follows:

\[ A' = [b_1, \ldots, b_t | \mathbf{A}] \in \mathbb{Z}_q^{n \times (n+t)}, \]

where \( b_i = A \cdot t_i + e_i \mod q \) for \( i \in [t] \) are LWE instances. This technique is significantly different from the existing multi-bit PKE schemes (e.g., [21], [22]) and multi-bit FHE schemes (e.g., [9], [16]) that were designed via the method of packed Regev’s encryption [21].

- Second, we construct a leakage-resilient leveled FHE scheme (hereafter LRMGSW) via the methodology of Berkoff-Liu [8] (BL) under the “bounded adaptive leakage resilient” model. For better comparison, we further construct a leakage-resilient on HAO [9] scheme (we abbreviate it to LRHAO) via the methodology of Berkoff-Liu [8].

1.3 Paper Organization

The remainder of this paper is organized as follows. In Section 2 we formally present the notations that will be used throughout the paper. In Section 3 we describe our multi-bit FHE scheme (MGSW) via LWE assumption. In Section 4 we show that a variant of leakage resilient FHE scheme on long message (LRMGSW) via LWE assumption and we construct a leakage resilient Hiromasa et al. (PKC’15) scheme in Section 5. Finally, in Section 6 we give a conclusion.

2 PRELIMINARIES

In this section we provide required preliminaries. We define that, the notations and lemmas are taken from previous work.

2.1 Notation

For \( n \in \mathbb{N} \), we let \([n]\) denote the set \( \{1, \ldots, n\} \). For a real number \( x \in \mathbb{R} \), we let \([x]\) denote the largest integer not greater than \( x \), and \([x] := [x + \frac{1}{2}]\) denote the integer closest to \( x \), with ties broken upward. We use bold lower-case letters, e.g., \( \mathbf{x} \) to denote vectors, and bold upper-case letters, e.g., \( \mathbf{A} \) to denote matrices. Moreover, we use \( \mathbf{A}_{i,j} \) to denote the element at \( i \)th row and \( j \)th column of \( \mathbf{A} \). We use “\( \approx \)” to denote deterministic assignment. Notably, we use the definition of computational indistinguishability and statistical indistinguishability, denoted by \( \approx_c \) and \( \approx_s \), separately. In addition, we also denote \( \| \mathbf{v} \|_\infty \) \( = \max\{|v_1|, \ldots, |v_n|\} \) and \( \| \mathbf{R} \| = \max_i \| \mathbf{r}_i \| \). For notational convenience, we let \( \| \mathbf{y} \| \) denote its \( l_2 \) norm.

We use the following variant of the Leftover Hash Lemma (LHL) [23].

Lemma 2.1 (Matrix-vector LHL [24] Lemma 2.1). Let \( \lambda \in \mathbb{Z}, n, q \in \mathbb{N}, m \geq n \log q + 2 \lambda, \mathbf{r} \overset{R}{\sim} (0, 1)^m \) and \( \mathbf{y} \overset{R}{\sim} \mathbb{Z}_q^n \). Sample uniformly random matrix \( \mathbf{A} \overset{R}{\sim} \mathbb{Z}_q^{m \times n} \), then the statistical distance between the distributions \( (\mathbf{A}, \mathbf{A}^T \mathbf{r}) \) and \( (\mathbf{A}, \mathbf{y}) \) is as follows:

\[ \Delta((\mathbf{A}, \mathbf{A}^T \cdot \mathbf{r}), (\mathbf{A}, \mathbf{y})) \leq 2^{-\lambda}. \]
2.2 Discrete Gaussians
In our constructions we need to analyze the behavior of error elements sampled from Gaussian distributions.

**Definition 2.2 ([5] Def. 2.1).** A distribution ensemble \( \psi = \chi(\lambda) \) over the integers is called \( B \)-bounded (denoted \(|x| \leq B \)) if there exists
\[
\Pr_{x \sim \phi} \left[ |x| \geq B \right] \leq 2^{-\Omega(n)}.
\]

For the analysis of our scheme, we require some bounds on the norms of vectors sampled from Gaussian distributions.

**Lemma 2.3 ([25] Lemma 4.4).**
1. For \( \forall k > 0 \), \( \Pr_{y \sim D_k} \left[ |y| > k \cdot \sigma \right] \leq 2 \cdot \exp(-k^2/2) \).
2. For \( \forall k > 0 \), \( \Pr_{y \sim D_k} \left[ |y| > k \cdot \sqrt{m} \cdot \exp((m \cdot (1 - k^2)) \right] \).

**Remark 2.4.** Throughout the paper, we suppose \( \sigma \geq 2\sqrt{n} \). Therefore, if \( y \sim D_k \) then we have, on average, that \( ||y|| \approx \sqrt{m} \cdot \sigma \). Lemma 2.3 (2) implies that \( ||y|| \leq 2\sqrt{m} \) with overwhelming probability. Hence, in this paper, we set \( |x| \leq B \) and \( ||y|| \leq 2\sqrt{m}B \).

2.3 Min-Entropy Notions

**Definition 2.5 ([26]).** For \( 0 < \mu < \frac{1}{2} \), we denote the binary entropy function as \( H(\mu) \equiv \mu \log 1/\mu + (1 - \mu) \log 1/(1 - \mu) \); the Shannon entropy of a random variable \( X \) is as follows:
\[
H_1(X) \equiv \sum_{x \in \text{Sup}(X)} \Pr[X = x] \log \frac{1}{\Pr[X = x]};
\]

and the min-entropy of a random variable \( X \) is as follows:
\[
H_\infty(X) \equiv \min_{x \in \text{Sup}(X)} \log \frac{1}{\Pr[X = x]}.
\]
We also denote a distribution \( \mathcal{X} \) which has min entropy \( H_\infty(X) \geq \lambda \) for \( \forall x \in \mathcal{X} \), there exists \( \Pr[X = x] \leq 2^{-\lambda} \).

**Definition 2.6 ([8] Def 15 from [27]).** For two random variables \( X \) and \( Y \), the average min-entropy of \( X \) conditioned on \( Y \), denoted
\[
\tilde{H}_\infty(X | Y) := -\log \mathbb{E}_{y \sim Y} \left[ \max_{x} \Pr[X = x | Y = y]\right]
\]
\[
= -\log \mathbb{E}_{y \sim Y} \left[ 2^{-H_\infty(X | Y = y)} \right].
\]

**Definition 2.7 ([8] Def 16 from [27]).** For two random variables \( X \) and \( Y \), the \( \epsilon \)-smooth average min-entropy of \( X \) conditioned on \( Y \), for \( \Delta((X, Y), (X', Y')) < \epsilon \) denoted
\[
\tilde{H}_\infty(X | Y) = \max_{(x, y) \sim \Delta < \epsilon} \tilde{H}_\infty(X' | Y').
\]
Most notably, for any random variables \( X \), given the distributions \( D_Y \approx D_{Y'} \) with \( Y \sim D_Y \), and \( Z \sim D_Z \), there exist some \( \epsilon \) such that \( \Delta(Y, Z) < \epsilon = \text{negl}(n) \), and \( \tilde{H}_\infty(X | Y) \geq \tilde{H}_\infty(X | Z) \).

2.4 Learning with Errors (LWE)

The learning with errors problem is the main computational assumption underlying the GSW cryptosystem and our variant of it.

**Definition 2.8 (LWE Distribution).** For the security parameter \( \lambda \), let \( n = n(\lambda) \) and \( m = m(\lambda) \) be integers, let \( \chi = \chi(\lambda) \) be error distribution over \( \mathbb{Z} \) bounded by \( B = B(\lambda) \), and let \( q = q(\lambda) \geq 2 \) be an integer modulus for any polynomial \( p = p(\lambda) \) such that \( q \geq 2^n \cdot B \). Then, sample a vector \( s \in \mathbb{Z}_q^{n \times m} \) called the secret, the LWE distribution \( \mathcal{A}_{s} \) over \( \mathbb{Z}_q^n \times \mathbb{Z}_q^m \) is sampled by choosing \( A \in \mathbb{Z}_q^{n \times m} \) uniformly at random, choosing \( e \sim \chi^m \), and outputting \( (A, b = A \cdot s + e \mod q) \).

There are two main versions of the LWE assumption: search version and decision version. We define the decision version as follows,

**Definition 2.9 (Decision-LWE_{\lambda,q,m,n}).** Assume given an independent sample \( (A, b) \in \mathbb{Z}_q^{m \times n} \times \mathbb{Z}_q^m \) where the sample is distributed according to either: (1) \( \mathcal{A}_s \) for a uniformly random \( s \in \mathbb{Z}_q^n \) (i.e., \( (A, b) : A \sim \mathbb{Z}_q^{m \times n} \), \( s \sim \mathbb{Z}_q^n \), \( e \sim \chi^m \), \( b = A \cdot s + e \mod q \)), or (2) the uniform distribution (i.e., \( (A, b) : A \sim \mathbb{Z}_q^{m \times n} \), \( b \sim \mathbb{Z}_q^m \)). Then, the above two distributions are computationally indistinguishable.

**Remark 2.10.** Regev and others [10], [28], [29], [30] show the reductions between the LWE assumption and approximating the shortest vector problem in lattices (for appropriate parameters). We omit the corollary of these schemes’ results and refer to find further details from [10], [28], [29], [30].

2.5 Leveled Fully Homomorphic Encryption

In a public-key encryption, the encrypter holds a public key and encrypts a message such that the holder of the corresponding secret key is able to reconstruct the original plaintext message. Meanwhile, the ciphertext can be evaluated homomorphically.

**Definition 2.11 ([31]).** Fix a function \( L = L(\lambda) \). An L-FHE scheme for a class of circuits \( \{C_x\}_{x \in X} \) consists of four probabilistic polynomial-time (PPT) algorithms \( \{\text{KeyGen}, \text{Enc}, \text{Dec}, \text{Eval}\} \) such that:

- key generation algorithm \( \text{KeyGen} \) is a randomized algorithm that takes the security parameter \( \lambda \) as input and outputs a public key \( \text{pk} \) and a secret key \( \text{sk} \);
- encryption algorithm \( \text{Enc} \) is a randomized algorithm that takes a public key \( \text{pk} \) and a message \( m \in \{0, 1\}^* \) as input, and outputs a ciphertext \( c \);
- decryption algorithm \( \text{Dec} \) is a deterministic algorithm that takes the secret key \( \text{sk} \) and a ciphertext \( c \) as input, and outputs a message \( m \in \{0, 1\}^* \);
- homomorphic evaluation algorithm \( \text{Eval} \) takes as input a public key \( \text{pk} \), a circuit \( C \in C \), and a list of ciphertexts \( c_1, \ldots, c_l \), where \( l \) is polynomial over \( \lambda \), and it outputs a ciphertext \( c' \).

The correctness properties are required as follows:

- for any \( \lambda, m \in \{0, 1\}^* \), and \( (\text{pk}, \text{sk}) \) output by \( \text{KeyGen}(\lambda^\lambda) \), we have that
  \[
  m = \text{Dec}(\text{sk}, \text{(Enc} \text{(pk}, m)));
  \]
- for any λ, any \( m_1, \ldots, m_t \in \{0, 1\}^* \), and \( C \in C_{\lambda} \), we have that
\[
C(m_1, \ldots, m_t) = \text{Dec}(sk, (\text{Eval}(pk, (C \text{ Enc}(pk, m_1)), \ldots, \text{Enc}(pk, m_t))))).
\]

**Definition 2.12 ([31]).** A FHE scheme is indistinguishable chosen-plaintext attacks (IND-CPA)-secure if we have that for any PPT adversary \( A \) the following is negligible in \( \lambda \)
\[
|\text{Pr}[A(pk, Enc(pk, m_0)) = 1] - \text{Pr}[A(pk, Enc(pk, m_1)) = 1]|,
\]
where \((pk, sk) \leftarrow \text{KeyGen}(1^k)\) and \( m_0, m_1 \) are arbitrarily chosen from the plaintext space by the adversary.

The security definition for multi-bit GSW (MGSW) is the same as that for single-bit GSW. Since in the public key setting, security for encryption of a single message implies security for encryption of multiple message. More details see Chapter 11 of [32].

**Definition 2.13 (Compactness, [31] Def. 3).** An \( L \)-FHE scheme for a class of circuits \( \{C_\lambda\} \in \mathbb{N} \) is compact if there exists a polynomial \( \alpha = \alpha(\lambda) \) such that ciphertexts output by \( \text{Eval} \) have length at most \( \alpha \). (For this to be non-trivial it should be the case that, for all \( \lambda \), we have \( \alpha(\lambda) \leq |C| \) for some \( C \in \{C_\lambda\} \).

### 2.6 Basic Tools

Below we review some basic tools proposed by Brakerski et al. [24] and Gentry et al. [6]. Fix \( q, m \in \mathbb{N} \). Let \( l = \lfloor \log(q) \rfloor + 1 \), so that \( 2^{l-1} \leq q < 2^l \), and \( N = m \cdot l \).

**Definition 2.14 ([13], [33]).** The algorithm \( \text{BitDecomp} \) takes as input a vector \( v \in \mathbb{Z}_q^m \) and outputs an \( N \)-dimensional vector \( (v_1, \ldots, v_{l-1}, v_m, \ldots, v_{m-1})^T \in \{0, 1\}^N \) where \( v_{j} \) is the \( j \)-th bit in \( v \)’s binary representation (ordered from least significant to most significant). In other words,
\[
v_i = \sum_{j=0}^{l-1} 2^j v_{j+i}.
\]

**Definition 2.15([13], [33]).** The algorithm \( \text{BitDecomp}^{-1} \) takes as input a vector
\[
v = (v_1, \ldots, v_{l-1}, v_m, \ldots, v_{m-1})^T \in \mathbb{Z}_q^N,
\]
and outputs \( (\sum_{j=0}^{l-1} 2^j v_{j+i})^T \in \mathbb{Z}_q^N \). Note that the input vectors \( v \) need not be binary, the algorithm is well-defined for any input vector in \( \mathbb{Z}_q^N \).

**Definition 2.16 ([13], [33]).** The algorithm Flatten takes as input a vector \( v \in \mathbb{Z}_q^N \) and outputs an \( N \)-dimensional binary vector (i.e., an element of \( \{0, 1\}^N \)). It is defined by
\[
\text{Flatten}(v) = \text{BitDecomp}(\text{BitDecomp}^{-1}(v)).
\]

**Definition 2.17 ([13], [33]).** The algorithm \( \text{PowerOf2} \) takes an \( m \)-dimensional vector \( v \in \mathbb{Z}_q^m \) and outputs an \( N \)-dimensional vector in \( \mathbb{Z}_q^N \) as follows:
\[
(v_1, 2v_1, \ldots, 2^{l-1}v_1, v_m, 2v_m, \ldots, 2^{l-1}v_m)^T.
\]

**Lemma 2.18 ([34] and [10] Lemma 2.1).** For any \( N \geq m \lceil \log q \rceil \) there exists a fixed efficiently computable matrix \( G \in \mathbb{Z}_q^{m \times N} \) and an efficiently computable deterministic “short preimage” function \( G^{-1}(\cdot) \) satisfying the following. On input a matrix \( M \in \mathbb{Z}_q^{m \times m^t} \) for any \( m^t \). The inverse function \( G^{-1}(M) \) outputs a matrix \( G^{-1}(M) \in \{0, 1\}^{N \times m^t} \) such that \( G \cdot G^{-1}(M) = M \).

**Remark 2.19.** Actually, the above definitions and results can therefore be expressed in the language of G and \( G^{-1} \) as follows. The gadget matrix \( G \) from Micciancio and Peikert [34] can be expressed by \( G = I_m \otimes g \in \mathbb{Z}_q^{m \times N} \) where \( g = (1, 2, 4, \ldots, 2^t)^T \). For \( v \in \mathbb{Z}_q^m \) we have \( \text{PowerOf2}(v) = v' G \). For \( v \in \mathbb{Z}_q^m \) we have \( \text{BitDecomp}^{-1}(v) = G v \). For \( a \in \mathbb{Z}_q^m \) the algorithm BitDecomp(a) can be renamed as \( G^{-1}(a) \).

### 3 FHE on Multi-Bit Scheme

Before describing our construction, we first review the Gentry-Sahai-Waters homomorphic encryption scheme, then we sketch the correctness and security due to Gentry et al. [6].

#### 3.1 Gentry-Sahai-Waters Scheme

Let \( \lambda \) be a security parameter and let \( L \) be the number of levels for the somewhat homomorphic scheme. We describe the algorithms that form the GSW scheme [6]. The algorithms are originally defined in terms of the functions \( \text{BitDecomp} \), \( \text{BitDecomp}^{-1} \) and \( \text{Flatten} \), but we tend to follow the formulation in [7], [10] and so use the matrix \( G \).

- **GSW.Setup(1^k, L):**
  1. Choose a modulus \( q \) of \( k = k(\lambda, L) \) bits, parameter \( n = n(\lambda, L) \in \mathbb{N} \), and error distribution \( \chi = \chi(\lambda, L) \) on \( Z_q \) so that the \( (q, n, \chi) \)-LWE problem achieves at least \( 2^k \) security against known attacks.
  2. Output: \( \text{params} = (n, q, \chi, m) \).
  3. We denote \( l = \lfloor \log(q) \rfloor + 1 \) and \( N = (n + 1) \cdot l \).

- **GSW.KeyGen(params):**
  1. Sample \( t = (t_1, \ldots, t_N) \leftarrow \mathbb{Z}_q^n \) and compute
    \[
    s \leftarrow -(t_1, \ldots, t_N)^T = (1, -t_1, \ldots, -t_N)^T \in \mathbb{Z}_q^{n+1 \times 1};
    \]
  2. Generate a matrix \( B \leftarrow \mathbb{Z}_q^{m \times n} \) and a vector \( e \leftarrow \mathbb{Z}_q^m \).
  3. Compute \( b = Bt + e \in \mathbb{Z}_q^m \) and construct the matrix \( A = (b | B) \in \mathbb{Z}_q^{m \times (n+1)} \) as the vector \( b \) followed by the \( n \) columns of \( B \).
  4. Apparently, we observe that
    \[
    As = (b | B)s = (Bt + e | B) \left( \begin{pmatrix} 1 \\ -t \end{pmatrix} \right) = e.
    \]

- **C \leftarrow GSW.Enc(params, pk, \mu):** In order to encrypt one-bit messages \( \mu \in \{0, 1\} \):
  1. Let \( G \) be the \( (n + 1) \times N \) gadget matrix as above;
  2. Sample uniformly a matrix \( R \leftarrow \{0, 1\}^{m \times N} \);
  3. Compute \( C = \mu G + A^TR \) (mod \( q \) \in \mathbb{Z}_q^{(n+1) \times N} \).

In the original GSW paper this was written as Flatten(\( \mu I + \text{BitDecomp}(RA) \)) \in \{0, 1\}^{N \times N} where \( I \) is an identity matrix.
Let $q = q(\lambda)$ be an integer and let $\chi = \chi(\lambda)$ be a distribution ensemble over $\mathbb{Z}$. The variant of GSW scheme is defined similarly to the cryptosystems proposed in [7], [10], [35]. In more detail:

- **params** ← MGSW.Setup($\lambda^1, \lambda^2$):
  1. Specially, first choose the modulus $q = q(\lambda)$, the lattice dimension parameter $n = n(\lambda, L)$. Then, in order to achieve at least $2^t$ security against known LWE attacks, we choose the error distribution $\chi = \chi(\lambda, L)$ appropriately. Finally, choose parameter $m = m(\lambda, L) = O(n \log q)$ and a parameter $t = O(\log (n))$;
  2. Let $l = \lfloor \log q \rfloor + 1$ and $N = (n + t) \cdot l$ and output

- $(pk, sk) ← \text{MGSW.KeyGen}(params)$:
  1. For $i \in [t]$, draw $t^i = (t_{1}, \ldots, t_{n})$ from $Z_{q}^{(n+1)\times n}$ and output $sk_i = (s_i, e_i) \cdot \text{mod } \log^2 q$. Moreover, we observe that $P \cdot s_i = e_i \cdot \text{mod } \log^2 q$.

- **C ← MGSW.Enc(params, pk, M)**:
  1. In order to encrypt $t$ bits $\mu_i \in \{0, 1\}$ for $i \in [t]$, we first embed the $t$ bits into a $(t \times t)$ dimension diagonal matrix $U = \text{diag}(\mu_{1}, \ldots, \mu_{t}) \in \{0, 1\}^{t\times t}$ where $\mu_i = 0$ for $i \neq j$ and $j \in [t]$. Hereafter, for simplicity, we abbreviate $\mu_i$ to $\mu_i$, we call it plaintext matrix. Then, we use the plaintext matrix $U$ to form the message matrix

$$
M = \begin{pmatrix}
U_{t\times t} & 0_{n\times x} \\
0_{n\times t} & E_{n\times n}
\end{pmatrix} \in \{0, 1\}^{(n+t)\times (n+t)},
$$

where $U$ is a random matrix and we stress that $E$ is the $(n \times n)$ dimensional diagonal matrix;

  2. Then, sample a uniform matrix $R ← \{0, 1\}^{m\times n}$. Compute and output the ciphertext

$$
C = M \cdot G + P^T \cdot R \quad \text{(mod } q) \in Z_{q}^{(n+t)\times n}.
$$

- **$\mu_{i,j} ← \text{MGSW.BitDec}(\text{params, sk, } C, w_j)$**: **Flexibility Single-Bit Decryption Algorithm** is similar to the decryption algorithm of [9]. In more detail:
  1. Suppose we want to decrypt $i$th row and $j$th column bit $\mu_{i,j}$, thus we let $sk_i = s_i = (I_i | -t^i_j)^T \in Z_{q}^{n+1}$, and then we define a vector $w \in Z_{q}^{(n+1)\times l}$ such that the $j$th position is $\lfloor q/2 \rfloor$ and other positions are zero for $j \neq t$;

$$
w^j_T = \begin{bmatrix}
\lfloor q/2 \rfloor, \ldots, 0, 0, \ldots, 0
\end{bmatrix}_T
$$

Note that $C_i \cdot G^{-1}(C_2) \in Z_{q}^{(n+1)\times N}$. Most notably, one may also compute a homomorphic NAND gate by outputting $G - C_i \cdot G^{-1}(C_2)$.

**Remark 3.1.** Note that the formulation of the decryption algorithm in [10] is to choose an appropriate vector $w$ and compute $sCG^{-1}(w^T)$. This is considerably less efficient than the original GSW decryption algorithm (both in terms of computation time and also the size of the error term). Hence we employ the GSW decryption algorithm for our scheme.

There is also a variant of the scheme that handles messages in $Z_q$ when $q$ is a power of two. We refer the reader to find the details from [6].

### 3.2 Security

A sketch proof is given in [6] of the following theorem.

**Theorem 3.2.** Let $(n, q, \chi)$ be the public parameter such that the LWE-$(n, q, \chi)$ assumption holds and let $m = O(n \log q)$. Then we can say the GSW scheme is IND-CPA secure.

The main step in the proof is showing that $(A, RA)$ is computationally indistinguishable from uniform.

### 3.3 Multi-Bit GSW Scheme (MGSW Scheme)

We now describe our MGSW scheme and its properties: a multi-bit FHE scheme with flexibility encryption and one-time decryption that is based on the hardness of LWE assumption. Given security parameter $\lambda$, we set $t$ be the number of secret key, and we can encrypt $t \times t$ bits message at one-time.
2) For \( i, j = 1 \) to \( t \), compute
\[
v_{i,j} = s^T \cdot C \cdot G^{-1}(W_j^T) \quad \text{(mod } q) \in \mathbb{Z}_q,
\]
where the inner product of \((s, C)\) equals \( s^T \cdot W \).
\[P^T \cdot R + s^T \cdot MG = e^T \cdot R + s^T \cdot MG \quad \text{(mod } q) \in \mathbb{Z}_q^{t \times N};
\]
3) Output the message \( \mu_{i,j} = \left\lfloor \frac{v_{i,j}}{q} \right\rfloor \in \{0, 1\} \),
where \( \lfloor \cdot \rfloor \) denotes the operation of rounding to the nearest integer. Hence, by construction we have that the output belongs to \( \{0, 1\} \).
4) Finally, repeat \( t^2 \) times, we can recover the whole message. We must stress that the bitDec algorithm is very similar to \([9]\)'s decryption algorithm which is by recovering each elements separately.

Remark 3.3. Here it is important to remark that due to the structure of public key in our scheme, we achieve the precise decryption by adjusting the position of \( [q/2] \) in vector \( w \) dynamically. Namely that we dot-multiply \( s^T \cdot C \) with \( G^{-1}(w_j) \) and get the bit at \( i \)th row and \( j \)th column of plaintext matrix.

Considering that the single-bit decryption algorithm of MGSW scheme works as described above, we can get each bit of the message by using the bitDec decryption algorithm with the appropriate secret keys. We now present the one-time decryption algorithm of MGSW scheme, which allows us recover all the bits of the message simultaneously.
\[- U \leftarrow \text{MGSW-Dec}(\text{params}, \text{sk}, C): \text{One-time Decryption Algorithm.} \]

1) First, suppose the user with one-time secret key matrix \( S = (s_1, \ldots, s_t) \in \mathbb{Z}_q^{(n+1) \times t} \) as follows:
\[
S := (s_1, \ldots, s_t) = \begin{pmatrix}
1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 1 \\
-t_{1,1} & \cdots & -t_{1,1} \\
\vdots & \ddots & \vdots \\
-t_{t,n} & \cdots & -t_{t,n}
\end{pmatrix};
\]

Here it is important to remark that
\[
P \cdot S = [b_1 - B_1, \ldots, b_t - B_t] = [e_1, \ldots, e_t] \quad \text{(mod } q) \in \mathbb{Z}_q^{m \times t}.
\]

Thus, it is easy for us to get the bound of \( P \cdot S \) less than or equal to \( t|e| \), i.e., \( ||P \cdot S|| \leq t|e| \).

2) Define a matrix \( W \in \mathbb{Z}_q^{t \times (n+t)} \) as follows:
\[
W^T := \begin{pmatrix}
[q/2] & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & [q/2] \\
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0
\end{pmatrix} \in \{0, 1\}^{t \times (n+t)};
\]

3) Compute and output
\[
V_{i,j} = (S, C) \cdot G^{-1}(W^T) \quad \text{(mod } q) \in \mathbb{Z}_q^{t \times t};
\]
where we have that \((S, C)\) over \( \mathbb{Z}_q^{(n+t)} \), i.e.,
\[
(S, C) = S^T \cdot P^T \cdot R + S^T \cdot MG
= [e_1, \ldots, e_t] \cdot R + S^T \cdot MG \quad \text{(mod } q).
\]

4) Lastly, armed with above results, output the whole message \( U \) as follows:
\[
V_{i,j} = \left\lfloor \frac{q}{2} \right\rfloor \cdot U + \begin{pmatrix}
e_1^T \cdot R \\
\vdots \\
e_t^T \cdot R
\end{pmatrix} \cdot G^{-1}(W^T) \in \mathbb{Z}_q^{t \times t};
\]

It is straightforward to evaluate the magnitude of noise and verify that it grows linearly when compared to the flexibility single-bit decryption algorithm.

Remark 3.4. Normally, we can choose different secret key \( s_{ki} \) to decrypt the \( j \)th column ciphertext \( C_j \), for \( j \in [N] \) bit-by-bit and get the \( i \)th bit message of \( C_j \), i.e., we can get \( i \)th row and \( j \)th column bit under \( i \)th secret key. But actually we can use secret key matrix \( S \) to recover the whole message which is based on the one-time decryption algorithm described above. We compute \( V_{i,j} = S^T \cdot C \cdot G^{-1}(W^T) \) as follows:
\[
V_{i,j} = \left\lfloor \frac{q}{2} \right\rfloor \cdot U + \begin{pmatrix}
e_1^T \cdot R \\
\vdots \\
e_t^T \cdot R
\end{pmatrix} \cdot G^{-1}(W^T) \in \mathbb{Z}_q^{t \times t};
\]

Remark 3.5. We observe that our multi-bit GSW scheme can achieve \( t \times t \) bits homomorphic addition operation, whereas only supports \( t \) bits homomorphic multiplication since the \((i, j)\)-element in \( U_1 \times U_2 \) is not the product of \( \mu_{1,ij} \times \mu_{2,ij} \).

3.4 Correctness Analysis

Next we will analyze the correctness of MGSW scheme.

Definition 3.6. We say that a ciphertext \( C \) that is designed to encrypt \( U \in \mathbb{Z}_q^{t \times t} \) (see Eq. (2)), under \( t \) different secret keys \( s_i \), for \( i \in [t] \). We denote the noise vector of \( \mathbb{Z}_q^{(n+t)} \) for flexibility
single bit decryption algorithm \( \text{bitDec} \), if it holds that single bit message’s noise is as follows:

\[
\text{noise}_{s_i, M}(C) = s_i^T C - s_i^T M G = s_i^T P^T R = e_i^T R.
\]

To simple notation, whenever \( M \) and \( C \) are clear from context we abbreviate \( \text{noise}_{s_i, M}(C) \) to \( \text{noise}_{s_i} \).

We must stress that, in our setting, due to the structure of our new public key, \( \text{noise}_{s_i} \) is the noise of \( s_i \)th row of plaintext matrix \( U \) rather than the noise of single bit.

**Corollary 3.7.** Obviously, armed with the Definition 3.6, for convenience, we can denote the whole noise matrix \( \text{Noise}_{S,M}(C) = (\text{noise}_{s_1}, \ldots, \text{noise}_{s_t})^T \in \mathbb{Z}_q^{t \times N} \) for one-time decryption algorithm \( \text{Dec} \), if it holds that multiple noises

\[
\text{Noise}_{S,M}(C) = S^T \cdot P^T \cdot R = \begin{pmatrix}
\text{noise}_{s_1} \\
\vdots \\
\text{noise}_{s_t}
\end{pmatrix} \quad \text{(mod) } q,
\]

where \( S = [s_1, \ldots, s_t] \) is the one-time secret key matrix. For future convenience, whenever \( M \) and \( C \) are clear from context we abbreviate \( \text{Noise}_{S,M}(C) \) to \( \text{Noise} \).

In order to analyze correctness, it is convenient to define the following notion of noisy ciphertexts.

**Definition 3.8 (E-noisy ciphertext).** An E-noisy ciphertext is a matrix \( C \in \mathbb{Z}_q^{(n+1) \times N} \) such that \( (s_i, C) = s_i^T \cdot M \cdot G + e_i^T \cdot R \) for a corresponding message \( M \), and under secret key \( s_i \in \mathbb{Z}_q^{(n+1) \times 1} \). Then, we set the norm of \( \text{noise}_{s_i} \) as

\[
||\text{noise}_{s_i}|| \leq ||e_i^T R|| \leq ||e_i^T||_2 \cdot ||R||_\infty \leq \sqrt{N} \cdot 2^{\sqrt{mB}} \leq E.
\]

**Corollary 3.9.** For the one-time secret key matrix \( S \in \mathbb{Z}_q^{(n+t) \times t} \), when we run \( \text{Dec} \) algorithm, we can obtain \( \text{Noise} = [e_1, \ldots, e_t]^T \cdot R \). Thus, in this setting, we obtain

\[
||\text{Noise}|| \leq t \cdot ||\text{noise}|| \leq t \cdot E.
\]

**Lemma 3.10.** We say the noise level of ciphertext \( C \) with respect to plaintext matrix \( U \) (one composition of \( M \) and secret key \( s_i \) for \( i \in [t] \), then the noise vector holds that

\[
t||\text{noise}_{s_i}|| = ||\text{Noise}||.
\]

Next we analyze the correctness of decryption.

**Lemma 3.11.** Let \( C \) be an E-noisy encryption of \( M \), if we can recover \( \mu_{i,j} \) (one element of \( U \)) from ciphertext \( C \) under a secret key \( s_i \), then there exists

\[
\mu_{i,j} := (s_i, C) \cdot G^{-1}(w_j^T) = (\text{noise}_{s_i} + s_i^T M G) \cdot G^{-1}(w_j^T),
\]

such that \( ||\text{noise}_{s_i} \cdot G^{-1}(w_j^T)||_\infty \leq ||\text{noise}_{s_i}|| \cdot ||G^{-1}(w_j^T)|| \leq N \cdot E < q/8 \).

**Proof.** Clearly, we can easily prove Lemma 3.11 by using Lemmas 3.8 and omit further details. \( \Box \)

**Lemma 3.12.** Let \( C \) be an E-noisy encryption of \( M \), if we can recover the whole \( U \) from ciphertext \( C \), then there exists a secret key matrix \( S \) such that

\[
V := (S, C) \cdot G^{-1}(W^T) = (\text{Noise} + S^T M G) \cdot G^{-1}(W^T),
\]

with \( ||\text{Noise} \cdot G^{-1}(W^T)||_\infty \leq N \cdot E \cdot q/8 \).

**Proof.** The proof can be obtained directly from Lemmas 3.8 and 3.11. Now one can observe that decryption works correctly as long as \( ||\text{Noise} \cdot G^{-1}(W^T)||_\infty \leq \frac{q}{8} \), i.e., \( E < \frac{q}{8} \). Hence, we can call this value \( E = \frac{q}{8} \) as the bound of noise. \( \Box \)

Below we analyze the homomorphic operation. Before presenting the bound of noise, we first give the following remark.

**Remark 3.13.** For easier reading, below we set \( Y_C := \text{Noise}_{(S,M)}(C_1) \) and \( Y_{C_2} := \text{Noise}_{(S,M)}(C_2) \).

**Lemma 3.14 (L14 Lemma 3.2).** The noise in homomorphic addition, homomorphic multiplication and homomorphic negation is bounded as follows:

- Addition, for \( M_1, M_2 \in \{0, 1\}^{(n+t) \times (n+t)} \), it holds that

\[
||\text{Noise}_{(S,M_1 + M_2)}(C_1 + C_2)|| \leq ||Y_C|| + ||Y_{C_2}||.
\]

- Multiplication, for \( M_1, M_2 \), it holds that

\[
||\text{Noise}_{(S,M_1 M_2)}(C_1 G^{-1}(C_2))|| \leq ||U_1||_2 \cdot ||Y_{C_2}||_\infty + ||G^{-1}(C_2)||_\infty \cdot ||Y_C||_\infty.
\]

- Negation, for \( M \), it holds that

\[
||\text{Noise}_{(S,M)}(G - C)|| = ||\text{Noise}_{(S,M)}(C)||.
\]

**Proof.** Let \( S \in \mathbb{Z}_q^{(n+t) \times t} \) be a secret key matrix. Let \( C_1, C_2 \in \mathbb{Z}_q^{(n+1) \times N} \) be ciphertexts that encrypt message \( M_1, M_2 \in \{0, 1\}^{(n+t) \times (n+t)} \), respectively. Then

- Addition, the ciphertexts addition results in ciphertexts \( C^{\text{Add}} = C_1 + C_2 \) (mod \( q \)) such that

\[
\langle S, C^{\text{Add}} \rangle = \text{Noise}_{(S,M_1 + M_2)} + S^T \cdot M^{\text{Add}} \cdot G,
\]

where \( M^{\text{Add}} = M_1 + M_2 \) and noise is

\[
\text{Noise}_{(S,M_1 + M_2)} = \text{Noise}_{(S,M_1)} + \text{Noise}_{(S,M_2)}.
\]

Clearly, its is \( t \cdot (E_1 + E_2) \)-noisy.

- Multiplication, the ciphertexts multiplication results in ciphertext \( C^{\text{Mult}} = C_1 G^{-1}(C_2) \in \mathbb{Z}_q^{(n+t) \times N} \) s.t.,

\[
C^{\text{Mult}} = M_1 \cdot M_2 \cdot G + (P^T R_1 G^{-1}(C_2) + M_1 P^T R_2) \quad \text{then } \langle S, C^{\text{Mult}} \rangle \text{ equals }
\]

\[
S^T \left( M_1 M_2 G + (P^T R_1 G^{-1}(C_2) + M_1 P^T R_2) \right).
\]

For future convenience, we first set the noise as \( \text{Noise}_{(S,M_1 M_2)} = S^T \cdot (P^T R_2 G^{-1}(C_2) + M_1 P^T R_2) \). Clearly, \( ||Y_C|| = ||S^T P^T R_1|| \leq ||e_1, \ldots, e_t||^T \cdot R_1 \leq t E_1 \) by Lemma 3.8, and \( C_1 \) is an \((n+t) \times N\) binary matrix \((G^{-1} \in \mathbb{Z}_q^{N \times (n+t)})\). Hence, in this case, there exists \( ||S^T P^T R_1 \cdot G^{-1}(C_2)|| \leq t E_2 \cdot ||G^{-1}(C_2)|| \leq N \cdot t E_2 \).
Moreover, we remark that
\[
S^T \cdot (M_1 P^T) = \begin{pmatrix} (u_b b_1^T - t_1^T B^T) \\ \vdots \\ (u_b b_t^T - t_t^T B^T) \end{pmatrix}
\]  \hspace{1cm} (4)
where the bound of \((\mu_b \cdot b_i^T - t_i^T \cdot B^T)\) is \(|e_i^T|\).
Hence, \(\|S^T \cdot (M_1 P^T)\| \leq \|e_1^T, \ldots, e_t^T\| \leq \max ||e_i^T||\).
In this case, we can easily get the bound \(\|Y_{c2}\| \leq ||S^T \cdot (M_1 P^T) R_2|| \leq \|e^T R\| \leq E_2\).
Namely, that, \(\|U_1\|_2 \cdot \|Y_{c2}\|_\infty \leq \sqrt{\epsilon} \cdot E_2\). Therefore, we have that
\(\|\text{Noise}(S_{(M_1 M_2)}(C_1 G^{-1}(C_2)))\| \leq N(t E_2 + \sqrt{t} E_2)\).
And the ciphertext \(C_{\text{Mult}}\) is \(((N + \sqrt{t}) \cdot E)\)-noisy.

- Negation: the same calculation holds for NAND gates, outputs the matrix product \(G - C_1 G^{-1}(C_2)\).
Consider the evaluation of a Boolean circuit of depth \(L\) consisting of NAND gates. It takes as input fresh ciphertexts, i.e., \(E\)-noisy ciphertexts, and at each level the noise is multiplied by a factor of at most \((Nt + \sqrt{t})\), i.e., the norm of error elements is increased by a factor of at most \((Nt + \sqrt{t})\). Therefore, the error elements of final ciphertext has norm bounded by \(E_{\text{final}} = (Nt + \sqrt{t})^{t} \cdot E\).
To ensure correctness of decryption we need \(E_{\text{final}} \leq \lfloor \delta \rfloor / A\). In other words, we have that condition \((Nt + \sqrt{t})^t \cdot E < \lfloor \delta \rfloor / A\) must hold, which is guaranteed by our choice of parameters.
Completing the proof. \(\square\)

3.5 IND-CPA Security Analysis

Below, we show the multi-bit GSW scheme is IND-CPA secure based on the LWE assumption by using Theorem 3.15 to show that the scheme is indistinguishable from the original GSW [6] scheme.

Theorem 3.15. (36) Let \(m > n \in \mathbb{N}\), let \(q \in \mathbb{N}\) and let \(\chi\) be a discrete Gaussian distribution on \(Z\) such that the \((n, q, \chi, m)\)-LWE problem is hard. Let \(t\) be an integer such that \(t = O(\log (n))\). Define two distributions \(\mathcal{X}\) and \(\mathcal{Y}\) as follows.

- \(\mathcal{X}\) is the distribution on \(m \times (t + n)\) matrices
  \[
  [b_1 | \cdots | b_t | B],
  \]
  where \(B \in \mathbb{Z}_{q}^{m \times n}\) is chosen uniformly at random and where, for all \(1 \leq i \leq t\),
  \[
  b_i = B t_i + e_i \mod q,
  \]
  where \(t_i\) is sampled uniformly from \(\mathbb{Z}_q^n\) and \(e_i\) is sampled from a discrete Gaussian distribution \(\chi\).
- \(\mathcal{Y}\) is the uniform distribution on \(\mathbb{Z}_{q}^{m \times (t + n)}\).

Hence, in this setting, the two distributions \(\mathcal{X}\) and \(\mathcal{Y}\) are computationally indistinguishable.

Theorem 3.16. Let \(\text{params} = (n, q, \chi, m, t)\) be such that the LWE\(_{n, q, \chi, m}\) assumption holds and \(m = O(n \log q)\). Then the MGSW scheme is IND-CPA secure.

Proof. The proof of security consists of two steps:

- First, we apply Theorem 3.15 to show that, under the LWE assumption, the matrix \(P = [b_1, \ldots, b_t, B] \in \mathbb{Z}_q^{m \times (n + t)}\) is computationally indistinguishable from a randomly chosen matrix.
- Then can use the leftover hash lemma to replace the ciphertext \(C = MG + P^T R\) with a uniformly random value \(C'\), namely that \(P^T \cdot R\) is indistinguishable from uniform assuming the hardness of LWE\(_{n, q, \chi, m}\).

This completes the sketch of the proof. We refer the reader to [6] for more details. \(\square\)

3.6 Bootstrapping

In order to construct unbounded fully homomorphic encryption, we adopt the bootstrapping methodology of [9]. Most importantly, we need to construct a symmetric key encryption first, in more detail:

- \(\text{key} \leftarrow \text{KeyGen(params)}\): Identical to the secret key matrix of MGSW scheme, and output key matrix \(S \in \mathbb{Z}_q^{(n+t) \times t}\).
- \(C \leftarrow \text{MGSW.SymEnc(key, M)}\):
  1) Sample random matrix \(B \in \mathbb{Z}_q^{(n+t) \times n}\) rather than \(Z_{q}^{m \times n}\), and \(e_i \leftarrow \chi^{(n+t) / x}\).
  2) Compute \(b_i = B t_i + e_i \mod q \in Z_q^{(n+t) \times 1}\) and reconstruct matrix \(\tilde{A} = [b_1, \ldots, b_t, B] \in \mathbb{Z}_q^{n \times (n+t)}\).
  3) Compute and output: \(C = M \cdot G + \tilde{A}^T (\mod q)\) for the plaintext \(M' \in \{0, 1\}^{x \times t}\).
- \(\text{M} \leftarrow \text{Dec}(C, \text{key})\): Identical to the decryption algorithm of MGSW scheme.

Next step we need to construct key-switching procedure and then adopt the optimized bootstrapping procedure [9] to achieve “pure” FHE, where the optimized bootstrapping procedure consists of two algorithms \(\text{BootGen(\cdot)}\) and \(\text{Bootstrap(\cdot)}\) which were first proposed by Alperin-Sheriff and Peikert at Crypto’14 [7]. Actually, bootstrapping has no direct relationship with multi-bit encryption in our work, since we can adopt the methodology of [9] without any modification.

Therefore, we omit further details and just sketch the important steps:

1) \(\text{BootGen}(s \in \mathbb{Z}_q^{d}, \text{sk})\): Input a secret key vector \(s \in \mathbb{Z}_q^{d}\) for the ciphertexts from the scheme to be bootstrapped, and a secret key \(\text{sk}\) from our scheme MGSW, then outputs a bootstrapping key \(\text{evk}\), which appropriately encryps \(s\) under \(\text{sk}\)

\[
P_1, 0, \ldots, 0 \leftarrow \text{SymEnc(key, diag(1, 0, \ldots, 0))}
\]

\[
\tau_{i,j} \leftarrow \text{SymEnc(key, diag(\phi_i(s_j)))} \quad \text{for } i \in [t], \ j \in [d],
\]

where \(\phi_i(s_j) := \log \Pi_{P \leq s_j} P^{log P} s_j\) by Section 2.2 from Alperin-Sheriff and Peikert [7]. Then compute and get \(\text{ssk}_{\phi_i(x)} \leftarrow \text{SwitchKeyGen(sk, } \pi_{\phi_i(x)})\), where \(\pi_{\phi_i(x)}\) is the cyclic permutation that maps the \(\phi_i(x)\), then compute and get

\[
\text{ssk}_{\phi_i(x)} \leftarrow \text{SwitchKeyGen(sk, } \pi_{\phi_i(x)}).
\]
For $x \in \mathbb{Z}^r$ we denote $\text{diag}(x) \in \mathbb{Z}^{r \times r}$ is a diagonal matrix and there exists $\pi_{\phi(x)}$ which is the cyclic permutation that maps the $(x \mod r)_i$th row to the first row in the matrix. Finally, output the evk $\text{evk} = (P, \tau_{i,j}, ssk_{i,j}, ss[k_{i,j})$.

2) Bootstrap$(\text{evk}, c \in \{0,1\}^{d_2})$: Input a bootstrapping key evk and a ciphertext $c \in \mathbb{Z}_q^d$, output the refreshed ciphertexts $C'$. We omit the inner product and rounding algorithms, please find more details from [9].

Remark 3.17. As another independent and concurrent work at ITCS’2014, Brakerski and Vaikuntanathan [33] reached the major milestone of a lattice-based bootstrapping procedure. However, comparing with Alperin-Sheriff and Peikert method [7], the approach of [33] results with very large polynomial runtimes and approximate factors.

4 LEAKAGE RESILIENT GSW-FHE ON MULTI-BIT MESSAGE (LRMGSW SCHEME)

In this section, we present LRMGSW scheme, an adaptively leakage resilient variant of the Berkoff and Liu’s LRGSW scheme [8] (hereafter BL). In our paper, we adopt BL’s method and apply it to multi-bit FHE scheme. Obviously, this is a natural extension of leakage resilient on multi-bit scheme.

4.1 Leakage Resilient MGSW Scheme

We now present our LRMGSW scheme which is leakage resilient, it’s easy to extend leakage resilient MGSW from single-bit leakage resilient leveled FHE scheme [8]. There is no difference with MGSW scheme except the Setup algorithm. In LRMGSW scheme, we also adopt BL scheme’s parameters as follows Table 1.

<table>
<thead>
<tr>
<th>Ours Parameter Setting</th>
<th>LR-HAO Parameter</th>
<th>BL [8] Parameter</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = r^2$</td>
<td>$n = r^2$</td>
<td>$n = r^2$</td>
<td>lattice dimension;</td>
</tr>
<tr>
<td>$m = m(\lambda, L) \geq (n + t)$</td>
<td>$m = m(\lambda, L) \geq (n + t)$</td>
<td>$m = m(\lambda, L) \geq n$</td>
<td>lattice dimension;</td>
</tr>
<tr>
<td>$q \geq \tau \cdot 2^{2\log^2 \tau}$</td>
<td>$q \geq \tau \cdot 2^{2\log^2 \tau}$</td>
<td>$q \geq \tau \cdot 2^{2\log^2 \tau}$</td>
<td>modulus;</td>
</tr>
<tr>
<td>$\beta = \tau \cdot 2^{\log^2 \tau}$</td>
<td>$\beta = \tau \cdot 2^{\log^2 \tau}$</td>
<td>$\beta = \tau \cdot 2^{\log^2 \tau}$</td>
<td>bounded;</td>
</tr>
<tr>
<td>$\chi = \Psi_\beta$</td>
<td>$\chi = \Psi_\beta$</td>
<td>$\chi = \Psi_\beta$</td>
<td>error distribution;</td>
</tr>
<tr>
<td>$m \geq (n + t) \log q + 3\lambda$</td>
<td>$m \geq (n + t) \log q + 3\lambda$</td>
<td>$m \geq 2n \log q + 3\lambda$</td>
<td>lattice dimension;</td>
</tr>
<tr>
<td>$\eta \leq nt - 2t \log q - 4\lambda$</td>
<td>$\eta \leq nt - 4t \log q - 4\lambda$</td>
<td>$\eta \leq n - 2 \log q - 4\lambda$</td>
<td>leakage bits</td>
</tr>
</tbody>
</table>

To LRMGSW. We achieve leakage resilient scheme by the technology of BL[8]. In this setting, a key pair $(pk, sk)$ is first chosen by running the key generation algorithm $\text{KeyGen}(1^\lambda)$ with security parameter $\lambda$, and then the adversary on input $pk$ chooses leakage functions $h_i$ adaptively (depending on the pk and the outputs of $h_i(sk)$, for $j < i$) and the adversary receives $h_i(sk)$. The total number of bits output by $h_i(sk)$ for all $i$.

Definition 4.1 [8], Adaptive security. Let $\eta$ be a non-negative integer. A LRMGSW scheme is adaptively leakage resilient (ALR) to $\eta$ bits of leakage, if for any PPT adversary $A$, it holds that

$$\text{Adv}_{ALR_\eta}(A) = \left| \Pr[A(ALR_\eta^{i=0}) = 1] - \Pr[A(ALR_\eta^{i=1}) = 1] \right| = \text{negl}(\eta),$$

and the experiment $ALR_\eta$ is defined as follows:

1) $\text{Setup}$: The challenger generates $(pk_1, \ldots, pk_\eta) \leftarrow \text{LRMGSW.KeyGen(params)}$, then keeps $sk_i, i \in [\eta]$ privately and sends $pk$ to the adversary.

2) $\text{Pre-Challenge Leakage}$: The adversary $A$ can adaptively ask the challenger for the following leakage query:

a) Pre-Challenge Leakage queries-1: The adversary $A$ can adaptively select a leakage function $h : \{0, 1\}^* \rightarrow \{0, 1\}^\lambda$ after viewing the $pk$ and sends it to the challenger;

b) Pre-Challenge Leakage queries-2: The challenger replies with $h(sk_i), i \in [\eta]$.

3) Query: The adversary $A$ replies with two messages $(m_0, m_1) \in \{0, 1\}^*$

4) Challenge: The challenger chooses a random bit $b \leftarrow \{0, 1\}$, encrypts the message $m_b$, computes $c \leftarrow \text{LRMGSW.Enc}(pk, m_b)$ and sends the ciphertext $c$ to the adversary $A$;

5) Guess: The adversary $A$ outputs a bit $b' \in \{0, 1\}$

Berkoff and Liu [8] proved that GSW with larger parameters is bounded memory leakage. In this work, we primarily consider the adaptive bounded memory leakage model. The model is described in the works [18], [37]. Since an adversary can choose its leakage function after seeing the public key(s), in effect we consider functions that leak on the public and secret keys together. Before proving the Lemma 4.4, we first introduce the following two Lemmas.
Lemma 4.2. (Generalized Leftover Hash Lemma, [27] Lemma 2.4 and [8] Lemma A.2) For a security parameter \( \lambda \), let \( n = \text{poly}(\lambda) \), let \( C \leftarrow \mathbb{Z}_{q}^{\lambda \times n} \) and \( s \leftarrow D \in \mathbb{Z}_{q}^{n} \), let \( x \) be any random variable, and let \( k = H_{\lambda}(s|x) \). If there exists \( \text{mlog} q \leq k - 2\text{log}(\lambda^2) + 2 \) then we have that \( \Delta(C, Cs, x) \leq \epsilon \). In particular, setting \( \epsilon = 2^{-\lambda} \), if there exists \( \text{mlog} q \leq k - 2\lambda + 2 \) then we have that \( \Delta(C, Cs, x) \approx \epsilon \).

Lemma 4.3. \((\$ \text{Lemma 4.2})\) There exists a distribution Lossy such that \( \tilde{A} \leftarrow \text{Lossy} \approx_{\epsilon} U \leftarrow \mathbb{Z}_{q}^{\lambda \times n} \) and \( \tilde{t} \leftarrow \mathbb{Z}_{m} \), then \( \tilde{t} \tilde{A} \approx_{\epsilon} \tilde{A} \tilde{t} \).

In adaptive security game, the adversary’s view is distribution \( D_{\text{ADL}} = (A', C.t, h(A', s)) \), where \( A' \) is a public key, \( C.t \) is ciphertexts. In fact, suppose there exists another distribution \( D_{\text{REAL}} = (A', U \leftarrow \mathbb{Z}_{q}^{\lambda \times N}, h(A', s)) \), our goal is to show \( D_{\text{ADL}} \approx_{\epsilon} D_{\text{REAL}} \). Hence, in order to show LRMGSW is secure against key leakage attack, we first prove the following lemma.

**Lemma 4.4. Assume there exits**

\[
D'_{\text{ORIGIN}} = D_1 \approx_{\epsilon} D_2 \approx_{\epsilon} D_3 \approx_{\epsilon} D_4 \approx_{\epsilon} D_5 = D_{\text{REAL}}.
\]

Then we know that \( D'_{\text{ORIGIN}} \approx_{\epsilon} D_{\text{REAL}}, \text{i.e., } D_{\text{ADL}} \approx_{\epsilon} D_{\text{REAL}} \).

Below, we describe these distributions in more detail.

Distribution \( D_{\text{ORIGIN}} \) is as follows,

\[
\left( b_1, \ldots, b_t, B | \left( b_1^{T} R, \ldots, b_t^{T} R, B^{T} R \right) \right)
\]

\[
h(B, b_1, \ldots, b_t, B, e_1, \ldots, e_t).
\]

Below, considering the distribution \( D'_{\text{ORIGIN}} \), where \( R := \{r_1, \ldots, r_N\} \in \{0, 1\}^{m \times N} \), for \( r_j \in \{0, 1\}^{m \times 1} \), then there exist two cases need to consider:

1. For \( i \leq j \) the element \( (Bt_i + e_i)^{T} r_j \) is replaced by using \( u_i \leftarrow \mathbb{Z}_q \);
2. For \( i > j + 1 \) the element \( B^{T} r_j \) is replaced by using \( u_i \leftarrow \mathbb{Z}_q^{1} \).

For convenience of description, we set \( t^* := t_1, \ldots, t_t \) and \( e^* := e_1, \ldots, e_t \), then we have that

\[
\left( b_1, \ldots, b_t, B | \left( b_1^{T} r_j, \ldots, b_t^{T} r_j, B^{T} r_j \right) \right).
\]

Distribution \( D_1 \), where \( b_i = Bt_i + e_i \in \mathbb{Z}_q^{m} \) mod \( q \)

\[
\left( Bt_1 + e_1, \ldots, Bt_t + e_t, B | \left( (Bt_1)^{T} r_j + (e_1^{T} r_j) \right), \ldots, (Bt_t)^{T} r_j + (e_t^{T} r_j) \right).
\]

Distribution \( D_2 \), where \( B^{T} r_j \approx_{\epsilon} u_j \in \mathbb{Z}_q^{m} \) for \( i \leq j \) and \( j \in \{0, 1\} \), then it holds that

\[
\left( Bt_1 + e_1, \ldots, Bt_t + e_t, B | \left( (Bt_1)^{T} u_j + (e_1^{T} r_j) \right), \ldots, (Bt_t)^{T} u_j + (e_t^{T} r_j) \right).
\]

Distribution \( D_3 \), where \( B \leftarrow \text{Lossy} \), holds that

\[
\left( Bt_1 + e_1, \ldots, Bt_t + e_t, B | \left( (Bt_1)^{T} u_j + (e_1^{T} r_j) \right), \ldots, (Bt_t)^{T} u_j + (e_t^{T} r_j) \right).
\]

\[
h(B, B^{T} r_j, e^*).
\]

Distribution \( D_4 \), where \( t_i^{T} u_j + e_i^{T} r_j \approx_{\epsilon} y_i \in \mathbb{Z}_q \) for \( i + 1 > j \), then we have that

\[
\left( Bt_1 + e_1, \ldots, Bt_t + e_t, B | \left( y_1, \ldots, y_t \right), \left( B, B^{T} r_j, e^* \right) \right).
\]

Distribution \( D_5 \), where \( B \leftarrow \text{Lossy} \), holds that

\[
\left( Bt_1 + e_1, \ldots, Bt_t + e_t, B | \left( y_1, \ldots, y_t \right), \left( B, B^{T} r_j, e^* \right) \right).
\]

**Proof.** The proof of security consists of three steps (claims), as follows:

1) we argue \( D_1 \approx_{\epsilon} D_2 \) by Claim 4.5;
2) we argue \( D_3 \approx_{\epsilon} D_1 \) by Claim 4.6;
3) we argue \( D_2 \approx_{\epsilon} D_3 \) by Claim 4.8;

Hence, we have that \( D'_{\text{ORIGIN}} = D_1 \approx_{\epsilon} D_2 \approx_{\epsilon} D_3 \approx_{\epsilon} D_4 \approx_{\epsilon} D_5 = D_{\text{REAL}} \). Thus, the lemma is proved.

Below we give rigorous proof of these claims.

**Claim 4.5.**

\[ D_1 \approx_{\epsilon} D_2. \]

**Proof.** To prove the above, without loss of generality, for any random variable \( x \), if \( H_{\lambda}(r_j | x) \) is high enough, then \( B, B^{T} r_j \approx_{\epsilon} (B, u_j \leftarrow \mathbb{Z}_q^{1 \times 1}, x) \), and for any \( t \) vectors \( t_i \in \{0, 1\}^{1 \times 1}, i \in \{t\} \), there exists \( B, B^{T} r_j, (Bt_i)^{T} r_j, x \approx_{\epsilon} (B, u_j, t_i^{T} u_j, x) \), namely,

\[
(B, B^{T} r_j, (Bt_i)^{T} r_j, \ldots, (Bt_t)^{T} r_j, x) \approx_{\epsilon} (B, u_j, t_i^{T} u_j, \ldots, t_t^{T} u_j, x).
\]

Hence, we have that

\[
x = (Bt_1 + e_1, \ldots, Bt_t + e_t, e_i^{T} r_j, \ldots, e_i^{T} r_j, h(B, t_1, \ldots, t_t, e_1, \ldots, e_t)).
\]

since BitLength \( \text{BitLength}(e_i^{T} r_j) \) is \( l = \lceil \log q \rceil + 1 \) bit long, and \( r_j \) is independent of \( e_i \), we can get:

\[
\tilde{H}_{\lambda}(r_j | x) \geq H_{\lambda}(r_j | e_i^{T} r_j, \ldots, e_i^{T} r_j, e_1, \ldots, e_t) - t \cdot \text{BitLength}(e_i^{T} r_j) = m - tl,
\]

by the Lemma 4.4, we just need to keep the inequality

\[
\tilde{H}_{\lambda}(r_j | x) \geq n\text{log} q + 2\lambda + O(1).
\]

Hence, we choose \( m \geq (n + t) \cdot \text{log} q + 3\lambda \) to make the above inequality correctly. □
Claim 4.6.

\[ D_3 \approx_s D_4. \]

**Proof.** There is no difference between the distribution \( D_3 \) and \( D_4 \) except that \( t_i^r u_j + e_i^r r_j \) is replaced by \( y_i \leftarrow Z_q \). Thus, we can argue that \( D_3 \approx_s D_4 \), where the distribution \( D_5 \) is

\[
D_5 = (\hat{B}_1 + e_1, \ldots, \hat{B}_t + e_t | t_i^r u_j, \ldots, t_i^r u_j, e_i^r r_j, u_j, h(\hat{B}, t, e^r)),
\]

and the distribution \( D'_4 \) is

\[
D'_4 = (\hat{B}_{t+1} + e_{t+1}, \ldots, \hat{B}_t + e_t | v_1, \ldots, v_t, e_i^r r_j, u_j, h(\hat{B}, t, e^r)),
\]

where \( v_i \leftarrow Z_q \). Actually, the adversary’s view is \( t_i^r u_j + e_i^r r_j \), and \( t_i^r u_j + e_i^r r_j \) can be replaced by \( y_i \leftarrow Z_q \). However, \( D_3 \) contains both \( t_i^r u_j \) and \( e_i^r r_j \).

Now, we show the \( \varepsilon \)-smooth min-entropy of \( t_i \leftarrow Z_q^{n \times 1} \), there exists \( \varepsilon = \text{negl}(\lambda) \) such that \( \forall t_i \),

\[
\tilde{H}_\varepsilon(t_i | \hat{B}_1 + e_1, \ldots, \hat{B}_t + e_t, \hat{B}, e_i^r r_j, u_j, h(\hat{B}, t, e^r)) \geq \tilde{H}_\varepsilon(t_i | \hat{B}_1 + e_1, \ldots, \hat{B}_t + e_t, \hat{B}) - t \cdot \text{BitLength}(e_i^r r_j) - \text{BitLength}(h(\hat{B}, t, e^r)) \geq \tilde{H}_\varepsilon(t_i | \hat{B}_1 + e_1, \ldots, \hat{B}_t + e_t, \hat{B}) - t \cdot \text{BitLength}(e_i^r r_j) - \text{BitLength}(h(\hat{B}, t, e^r)) \geq \tilde{H}_\varepsilon(t_i | \hat{B}_1 + e_1, \ldots, \hat{B}_t + e_t, \hat{B}) - t \cdot \text{BitLength}(e_i^r r_j) - \text{BitLength}(h(\hat{B}, t, e^r)) \geq \tilde{H}_\varepsilon(t_i | \hat{B}_1 + e_1, \ldots, \hat{B}_t + e_t, \hat{B}) - t \cdot \text{BitLength}(e_i^r r_j) - \text{BitLength}(h(\hat{B}, t, e^r)) \geq \tilde{H}_\varepsilon(t_i | \hat{B}_1 + e_1, \ldots, \hat{B}_t + e_t, \hat{B}) - t - \eta, \]

we can get \( \tilde{H}_\varepsilon(t_i | \hat{B}_1 + e_1, \ldots, \hat{B}_t + e_t, \hat{B}) \geq n \) by the generalized Lemma 4.3. Hence, in order to get

\[
\tilde{H}_\varepsilon(t_i | \hat{B}_1 + e_1, \ldots, \hat{B}_t + e_t, \hat{B}) - t - \eta \geq \log q + 2 \lambda + O(1),
\]

we need \( n - t - \eta \) to be high enough. Hence, we set leakage function \( h \) to leak at most \( \eta \leq n - (t + 1) \log q - 4 \lambda \).

**Remark 4.7.** As discussed above, we just discussed leakage resilient on single-bit decryption. Actually, for leakage resilient on one-time decryption, since \( t_i \leftarrow Z_q^{n \times 1} \), we set \( T := [t_1, \ldots, t_i] \in Z_q^{n \times t} \), \( e_i \leftarrow \chi^{m \times 1} \), and \( E := [e_1, \ldots, e_t] \in \chi^{n \times t} \), there exists

\[
\tilde{H}_\varepsilon(T | \hat{B} + E, \hat{B}) - t - \eta \geq \log q + 2 \lambda + O(1).
\]

Claim 4.8.

\[ D_2 \approx_s D_3. \]

**Proof.** The claim can be easily proved by Lemma 4.3. Actually, we adopt the same methodology with BL scheme. Hence, we omit further details and recommend the reader refer to [8] for more details.

From these Claims as described above, we can conclude the crux theorem of our paper as follows,

**Theorem 4.9.** The LRGSW scheme is resilient to adaptive bounded leakage of \( \eta \) bits, where \( \eta \leq nt - 2 \log q - 4 \lambda \).

5 _Leakage Resilient on HAO Scheme_

In this section, we analyze the leakage resilient on HAO scheme [9] and adopt the same parameters as BL scheme in Table 1. First, we review the scheme of Hiromasa et al. [9]. We remark that, we just focus on leveled HAO scheme.

5.1 Leveled HAO Scheme

The parameters of HAO are the same as ours scheme, so we let \( l := \lceil \log q \rceil, m := O((n + t) \log q) \), and \( N := (n + t) \cdot l \). Notably, let \( t \) be the number of bits to be encrypted.

- **KeyGen(1^\lambda, t):**
  1) Set the parameters \( n, q, l, N, t \) and \( \chi \) as described above with our scheme;
  2) Sample a uniformly random matrix \( A \leftarrow Z_q^{n \times m} \), secret key matrix \( S' \leftarrow \chi^{m \times n} \), and noise matrix \( E \leftarrow \chi^{m \times n} \). Let \( S := [L | -S'] \in Z_q^{n \times (n + t)} \). Denote by \( s_i \) the \( i \)-th row of \( S \). Set

\[
B := (S' \cdot A + E) \in Z_q^{(n + t) \times m}.
\]

Here it is important to remark \( S \cdot B = E \).

3) Let \( M_{i,j} \in \{0, 1\}^{lt} \) be the matrix with 1 in the \((i, j)\)th position and 0 in the others. For all \( i \in [m], j \in [N], \) first, we draw \( R_{i,j} \leftarrow \{0, 1\}^{n \times N}, \) then we set the matrix \( P \) as follows:

\[
P_{i,j} := B \cdot R_{i,j} \quad (M_{i,j} \cdot S + 0) \in Z_q^{n \times (n + t) \times N}.
\]

4) \( P := \{P_{i,j} \}_{i,j \in [l]} \) and \( sk := S \).

- **SymEnc_{pk}(M \in \{0, 1\}^{lt}):**
  1) Sample a random matrices \( A' \leftarrow Z_q^{n \times N} \) and \( E \leftarrow \chi^{m \times n} \), parse \( S = [L | -S'] \),
  2) Output the ciphertext

\[
C := (S' \cdot A' + E) + (M \cdot S) \cdot G \in Z_q^{(n + t) \times N}.
\]

- **PubEnc(pk, M \in \{0, 1\}^{lt}):**
  1) Sample a random matrix \( R \leftarrow \{0, 1\}^{m \times N}; \)
  2) Output the ciphertext

\[
C := B \cdot R + \sum_{i,j \in [l]} P_{i,j} \in Z_q^{(n + t) \times N},
\]

where \( M_{i,j} \) is the \((i, j)\)th element of \( M \). Moreover, most notably, in the following, we will omit the subscript \( \sum_{i,j \in [l]} P_{i,j} \) for the sake of clarity.
The above Claim 5.2 can be easy to prove by the output ciphertexts $C_1$ and $C_2$. We also just consider the distribution $D_u$ as follows:

$$D_u := \text{BR} + \sum_{i,j} P_{i,j} \left| h(A, t^*, e^*) \right).$$

For easier reading of leakage function, where we denote $t^* := t_1, \ldots, t_i$ and $e^* := e_1, \ldots, e_i$. Apparently, the distribution $D_{\text{origin}}$ is identical to distribution $D_1$, i.e., $D_{\text{origin}} = D_1$, the distribution $D_1$ is as follows:

$$\left( \frac{s'}{A} + E \cdot \mathbf{R}_{i,j} \right) \cdot r_{t,j} + \left( \mathbf{M}_{i,j} \cdot \mathbf{S} \right) | h(A, t^*, e^*) \right).$$

Apparently, the distribution $D_1$ is identical to distribution $D_2$, i.e., $D_1 = D_2$, the distribution $D_2$ is as follows:

$$\left( \frac{s'}{A} + E \cdot \mathbf{R}_{i,j} \right) \cdot r_{t,j} + \left( \mathbf{M}_{i,j} \cdot \mathbf{S} \right) | h(A, t^*, e^*) \right).$$

In this setting, for future convenience, we set $g \otimes I_{1 \times (n+t)}$ as $G'$, then the distribution $D_3$ is as follows:

$$\left( \frac{s' \cdot A - E \cdot r_j + A \cdot r_j \cdot M_{i,j} \cdot S'}{A} + E \cdot A \mid \right) \sum (A \cdot r_j) \cdot G' | h(A, t^*, e^*) \right).$$

Claim 5.1. The distribution $D_4$ is statistically indistinguishable from the distribution $D_3$, i.e., $D_4 \approx D_3$. Hence, for $i > j + 1$ choose $u_j \sim \mathbb{Z}_q^{n+1}$ to replace $A \cdot r_j$, there exits

$$\left( \frac{s' \cdot u_j + E \cdot r_j + A \cdot r_j \cdot M_{i,j} \cdot S'}{A} + E \cdot A \mid \right) \sum (A \cdot r_j) \cdot G' | h(A, t^*, e^*) \right).$$

Proof. To prove the above lemma, we consider $\left( A \cdot r_j, A, x \right) \approx (u_j, A, x)$, then for any $s' \sim \chi^{\times n}$, by leftover hash Lemma 4.2, there exists

$$\left( A \cdot r_j, A \cdot r_j, A, x \right) \approx (s' \cdot u_j, u_j, A, x).$$

Moreover, assume there exists

$$x := \left( (E \cdot r_j), \mathbf{M}_{i,j} \cdot \mathbf{S} \right) | h(A, t^*, e^*) \right),$$

then by the Definition 2.6 we have that

$$\tilde{H}_\infty(r_j | x) \geq \tilde{H}_\infty(r_j | (E \cdot r_j), (E \cdot r_j) \cdot \sum (E \cdot r_j)) \geq \tilde{H}_\infty(r_j | E) - 3 \cdot \text{BitLength}(E \cdot r_j) \geq \tilde{H}_\infty(r_j | E) - 3 \cdot (1 \cdot l) \geq m - (N + 2)tl.$$
Obtained, from these claims which were described as above, we have that $D_{\text{orig}} \approx_c D_{\text{real}}$.

6 Conclusion

In this paper, we have attempted to give a practical solution to achieve multi-bit FHE scheme and prevent unauthorized users to tamper the data in the public cloud server by constructing a leakage resilient FHE on multi-bit message. Namely that, our multi-bit FHE is able to prevent the attacker from capturing the valid information of cryptography secret key via side channel attacks. For better comparison, we first briefly summarize the concrete key sizes of LWE-based multi-bit FHE schemes in Table 2. Our MGSW scheme achieves flexibility decryption, and it can decrypt at one-time. Particularly, Table 1 shows that, our MGSW scheme achieves leakage-resilience (i.e., LRMGSW scheme) and tolerated more leaked bits as compared with the leakage resilient HAO [9] scheme.

Moreover, our work leaves many interesting open questions that may be addressed in the future. For instance, our ideas may be useful to enhance the security of big data and construct oblivious transfer for one-time multi-bit exchange, which might be very important yet challenge.
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