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Abstract—To provide timely feedbacks to users, nearly every respectable Internet service now imposes a password strength meter (PSM) upon user registration or password change. It is a rare bit of good news in password research that well-designed PSMs do help improve the strength of user-chosen passwords. However, leading PSMs in the industrial world (e.g., Zxcvbn, KeePSM and NIST PSM) are mainly composed of simple heuristic rules and found to be highly inaccurate, while state-of-the-art PSMs from academia (e.g., probabilistic context-free grammar based ones and Markov-based ones) are still far from satisfactory, especially incompetent at gauging weak passwords. As preventing weak passwords is the primary goal of any PSM, this means that existing PSMs largely fail to serve their purpose.

To fill this gap, in this paper we propose a novel PSM that is grounded on real user behavior. Our user survey reveals that when choosing passwords for a new web service, most users (77.38%) simply retrieve one of their existing passwords from memory and then reuse (or slightly modify) it. This is in vast contrast to the seemingly intuitive yet unrealistic assumption (often implicitly) made in most of the existing PSMs that, when user registers, a whole new password is constructed by mixing segments of letter, digit and/or symbol or by combining n-grams. To model users’ realistic behaviors, we use passwords leaked from a less sensitive service as our base dictionary and another list of relatively strong passwords leaked from a sensitive service as our training dictionary, and determine how mangling rules are employed by users to construct passwords for new services. This process automatically creates a fuzzy probabilistic context-free grammar (PCFG) and gives rise to our fuzzy-PCFG-based meter, fuzzyPSM. It can react dynamically to changes in how users choose passwords and is evaluated by comparisons with five representative PSMs. Extensive experiments on 11 real-world password lists show that fuzzyPSM, in general, outperforms all its counterparts, especially accurate in telling apart weak passwords and suitable for services where online guessing attacks prevail.

I. INTRODUCTION

With so much of our lives digital and online, it is of great importance for web services to prevent our digital assets from unauthorized access. Due to their easiness to understand, convenience to use and low cost to deploy, textual passwords have been almost exclusively employed to protect access to our data since the dawn of the Internet, despite their many and known weaknesses [1]–[3]. Over the past few years, dozens of alternative authentication mechanisms (e.g., graphical passwords [4], [5] and multi-factor authentication [6], [7]) have been suggested, yet passwords stubbornly survive and reproduce with every new web services. This situation is largely due to the fact that each of these alternatives has its own prominent weakness(es) as compared to passwords [8]. What’s more, due to the stickiness of user habits and the obscure transition costs [9], incremental improvement in security and usability often is insufficient to reach the activation energy to replace passwords. Consequently, passwords are likely to continue dominating the Internet in the foreseeable future.

It is well known that common users tend to choose weak passwords and render their accounts at high risks. To overcome this issue, nearly every respectable web service now enforces a password creation policy that requires user-chosen passwords to meet some composition rules, by mandating a list of rules and to reach certain strength threshold by imposing a password strength meter (see Google’s meter in Fig. 1).

A number of studies have investigated the impacts of password creation policies. In 1999, Adams [10] found that, when forced to comply with password creation policies that are incompatible with user work practices and organizational strategies, users generally attempt to circumvent such policies. In a lab study, Proctor et al. [11] measured the creation time, memorability, and crackability of passwords under various password creation policies, and found that stricter policies make passwords more resistant to cracking, but also harder to create and remember. Subsequent studies (e.g., [12], [13]) also confirm that if policies are not properly designed, users will adopt coping strategies that can impair both security and productivity.

In 2012, Ur et al. [14] revealed that only those password strength meters (PSMs) that provide accurate feedbacks about the strength of user-submitted passwords can lead to significant increases in password strength. In 2015, they further observed that a large fraction of users have misconceptions about the real security that their selected passwords can provide [15]. This is due in large part to the misleading feedback of the PSMs that are currently widely deployed in the wild (see [16], [17]). Besides Google’s meter as shown in Fig. 1, for instance, one can confirm himself that the PSM of Yahoo 2 measures password as “weak”, password1 as “medium” and password123 as “strong”; the PSM of the World Wide Web Consortium (W3C) 3 which advertises itself as “an international community that develops open standards to ensure the long-term growth of the Web”, measures password as “very weak (8%)”, password1 as “weak (26%)”, Password1 as “sufficient (46%)” and Password123 as “strong (67%)”).

1 https://accounts.google.com/SignUp
2 https://edit.yahoo.com/registration
3 https://www.w3.org/accounts/request
Such inaccurate feedbacks would lead common users to hold a belief that adding a digit or capitalizing the first letter of their weak passwords will yield secure ones.

Accurate measurement of password strength necessitates a proper metric. Perhaps the most influential metric is the entropy-based approach proposed in NIST Electronic Authentication Guideline SP-800-63-3 [18]. The NIST PSM, as admitted in [18], is essentially an ad hoc estimation of password strength based on heuristic rules (e.g., “a bonus of 6 bits of entropy is assigned for a composition rule that requires both upper case and non-alphabetic characters” and “a bonus of up to 6 bits of entropy is added for an extensive dictionary check”). Most of the high-profile PSMs over the Internet (e.g., Yahoo, Gmail, Microsoft and PayPal) “perfectly” [17] capture the spirit of the NIST PSM. However, Weir et al. [19] and Kelley et al. [20] illustrated that this entropy-based approach only provides a very rough approximation of password strength as measured in terms of real-world guessing resistance.

Recent research (e.g., [14], [20]) shows that a more effective metric for password strength is “guessability”, which relates to real-world security and characterizes the time complexity required for a password-cracking algorithm to recover an account. This is generally achieved by measuring the guess number (i.e., search space size) required to break that password [21]. This measure eliminates the dependence on specific natures of the underlying authentication system and the attacker, and it is only related to the attack technique and to the complexity of user password. It is particularly desirable for fair comparisons of different cracking algorithms against a given dataset and of different passwords against a given cracking algorithm. Consequently, guessability-based metric has been widely preferred in latest works (e.g., [16], [22], [23]).

Evaluating the “guessability” of passwords dovetails with recent advances in password guessing techniques. According to whether involving the authentication server, guessing attacks can be classified into: online guessing and offline guessing (see [24]); According to whether involving user-specific information, guessing attacks can be classified into: trawling guessing and targeted guessing (see [16]). In this work we mainly focus on trawling guessing, while other attacking vectors (e.g., targeted guessing, phishing [25] and shoulder surfing [26]) and their countermeasures are out of our scope. Hereafter whenever the term “guessing” is mentioned, it means trawling guessing.

Trawling guessing continues to pose a serious threat to user password-protected accounts. More specifically, though the problem of offline guessing can be partially relieved by using salt and sophisticated hash (e.g., bcrypt and PBKDF2), an attacker’s guessing efficiency would be orders of magnitude higher than expected by using dedicated hardware and software (see [27]). In addition, it is likely that the litany of recent leakages of tens of millions of plain-text passwords (e.g., 32 million RockYou [28] and 30 Million Tianya [29]) would further improve an attacker’s guessing efficiency, because it enables the attacker to gain deeper insights about human habits in selecting passwords. For instance, such datasets have recently been exploited by probabilistic context-free-grammar (PCFG) based [30] and Markov-Chain-based [31] cracking algorithms as training sets to reveal user password behavior. Similarly, though the threat of online guessing can be partially addressed by using modern machine-learning-based detection, rate-limiting and lockout strategies (e.g., [32], [33]), the attacker’s capabilities would be enhanced by exploiting password leakages, in contrast to previous brute-force or dictionary-based approaches. When further considering the prevalence of botnets [34] that can offer enormous computational and bandwidth resources to attackers, both offline and online guessing will be more damaging.

To more accurately capture attackers’ advanced guessing strategies and provide more accurate password strength estimation, Castelluccia et al. [35] for the first time developed an adaptive PSM that is based on the Markov-Chain-based probabilistic guessing model. Their Markov-based PSM can react dynamically to changes of user password behavior and is shown to be much more accurate than the PSMs of NIST, Google and Microsoft. Almost at the same time, Houshmand and Aggarwal [36] proposed an adaptive PCFG-based PSM, which can suggest better password candidates if the strength of a user’s original password is below the allowed threshold. However, this PCFG-based PSM has neither been evaluated on real-life password datasets to show its accuracy nor compared with other PSMs to show its pros and cons.

In 2015, Carnavalet and Mannan [17] studied twenty-two PSMs that are currently deployed at popular web services and password managers. They found that most meters are based on ad hoc design, highly inconsistent outcomes are given for the same password by different meters and many weak passwords are labeled as “strong”. Comparatively, the PSMs of Dropbox (called Zxcvbn [37]) and KeePass (called KeePSM [38]) perform the best, and these two are also the only ones that provide some explanations for their design choices.

A. Motivations

Surprisingly, as far as we know, no state-of-the-art PSMs from academia (i.e., Markov-based PSM [35] and PCFG-based PSM [36]) has ever been adopted into leading web services or password managers. This conclusion is based on our investigation into the top 120 sites in the Alexa Global Top 500 sites list based on their traffic ranking (http://www.alexa.com/topsites) as well as on the results about 50 meters studied in [16] and about 22 meters studied in [17]. This can be largely attributed to the fact that there is little evaluation or comparison of state-of-the-art PSMs from academia (i.e., Markov-based PSM [35] and PCFG-based PSM [36]) with the best PSMs from industry (i.e., Zxcvbn [37] and KeePSM [38]). As such, the advantages and disadvantages of these PSMs remain subtle and unknown to the security community, thereby PSM adoption and migration are unlikely.

Besides, to the best of our knowledge, Markov-based PSM [35] and PCFG-based PSM [36] have never been publicly compared with each other, and it remains an open question as to which performs better. Castelluccia et al. [35] conjectured that the Markov models could be used to create better PSMs because that “previous work (e.g., [21]) has already shown that Markov-model based password crackers outperform existing cracking techniques (such as PCFG-based ones)”. However, as we will show, this is not the case and just on the contrary, PCFG-based PSM generally outperforms Markov-based PSM.

Another unsatisfactory aspect of these PSMs from academia is that, they all are implicitly based on the underlying assumption that users will build new passwords from scratch for a new service by combining segments of words, digits and/or symbols (i.e., the PCFG-based approach [36], [39]) or by
combining Markov $n$-grams (i.e., the Markov-based approach [35]). Actually, this is not true in practice. As revealed in our online survey with 442 participants, when registering for a new service, most users (77.38%) simply retrieve one of their existing passwords from memory and then reuse (or slightly modify) it. Only 14.48% of users would construct a completely new password from scratch. These two figures are well consistent with those of the survey with 224 participants conducted by Das et al. [40]. Thus, it is crucial to see whether PSMs can be built on this new observation.

Last but not the least, existing PSMs only show their applicability of existing PSMs to Chinese web passwords. On the one hand, it is more desirable that passwords from other more sensitive types of services (e.g., e-commerce and dating) can be tested. On the other hand, as the existing PSMs are primarily designed for measuring English passwords, whether they can be used for measuring non-English passwords? At the time of this writing, there are 668 million Chinese netizens over the Internet [42], which account for over a quarter of the world’s total Internet population, and thereby it is interesting to explore the practicality of existing PSMs to Chinese web passwords.

B. Our contributions

In this work, we make the following key contributions:

- **A user survey.** To reveal user behavior in selecting passwords for new services, we conduct a user survey with 442 effective participants, the largest one that’s ever conducted for this purpose and the first one that’s conducted on Chinese netizens. Our results accord with previous survey results [40] on English users. This survey sheds light on how common users employ mangling rules to modify their existing passwords for new online accounts and how we should measure password strength.

- **A new meter.** To model users’ realistic behaviors, we use one dictionary of relatively weak passwords leaked from a less sensitive service as our base dictionary and another dictionary of passwords leaked from a sensitive service as our training dictionary, and determine how mangling rules are employed by users to construct passwords for new services. This process automatically creates a fuzzy probabilistic context-free grammar (PCFG) and gives rise to our fuzzy-PCFG-based meter, fuzzyPSM. It can react dynamically to changes in users’ behavior, and extensive empirical comparisons with five representative PSMs show that fuzzyPSM generally performs the best: It takes the first place in gauging weak passwords, while being second in gauging strong passwords.

- **A systematic evaluation.** We perform a series of experiments and use two different rank correlation metrics to investigate the effectiveness of five state-of-the-art PSMs: two from academia (i.e., Markov-based [35] and PCFG-based [36]), two from industry (i.e., Zxcvbn [37] and KeePSM [38]) and one from the standards bodies (i.e., NIST PSM [18]). Our evaluation builds on 11 large-scale real-world password lists, which consist of a total of 97.43 million passwords, cover various popular Internet services and are the largest corpus ever collected for PSM evaluation.

- **Some insights.** We derive a number of insights, some unexpected and some surprising, from our extensive experiments. In most cases, PCFG-based PSMs outperform Markov-based ones, which is opposed to the common belief (as hold in [35]). As expected, in all cases academic PSMs outperform PSMs from the industrial world. The results show that PSMs originally designed for English users can be used for non-English users if training sets are properly chosen.

**Roadmap.** Section II provides some preliminaries. Section III details our user survey. Section IV elaborates on our meter FuzzyPSM. Section V focuses on the experimental methodologies and the evaluation results. Finally, Section VI concludes the paper.

II. PRELIMINARIES

We now explicate the security model that underlies our and existing meters, provide a formal definition for the practically ideal meter and introduce the metrics to evaluate meters.

A. Security model

As said earlier, the objective of PSMs is to quantify how much efforts that an attacker has to invest before guessing the correct password. To this end, one must first make clear which types of attacks the attacker can launch, because different kinds of attacks often involve quite different resources and guessing strategies. As with most related works [21]–[23], [31], [35], [36], [39], in this work we mainly focus on trawling guessing attacks, while targeted guessing attacks [16] are not considered, because this latter kind of attack involves user-specific data and it still remains an open question as to how the attacker would exploit such personal data. In addition, other attack vectors such as keylogging [43], phishing [25] and shoulder surfing [26], where the attacker obtains the password by non-cryptographic ways, are unrelated to password strength and therefore outside the scope of this work.

In trawling guessing attacks, the attacker does not care who is the victim and her only aim is to find out the password that matches any one of the accounts (see [44]). Consequently, her best strategy is to repeatedly make guesses of the most likely password first (i.e., to try the guesses in decreasing order of probability). Trawling guessing attacks can be further classified into online trawling guessing and offline trawling guessing. In an on-line trawling guessing attack, the attacker tests the correctness of her guesses by attempting to interact with the authentication server. In an off-line trawling guessing attack, the attacker has gained direct access to the hashed password and to crack it, she does not need to interact with the server and can offline hash her guessing password using the same hash algorithm (e.g., scrypt or PBKDF2) and offline compare it with the target. If these two hashes match, the attacker has found the original password.

---

2Though the security model in most PSMs (e.g., [35]–[39]) and related literature ( [21]–[23], [31]) assumes a trawling guessing attacker, yet in contrast to this work, such an assumption is often only implicitly made. This is highly likely to lead misconceptions for security administrators.

3Though it has long been recommended that sites shall store passwords in salted-hash by using dedicated hash functions (e.g., scrypt and PBKDF2), the reality is that 64% of the leaked datasets are in clear-text or in MD5 without a salt [45], and even 11 of the top-500 sites [46] store passwords in clear-text.
Table I shows the most critical difference between an online and an offline attack is the number of guesses that the attacker can make. In an online attack, the system that the attacker attempts to attack is operational, and security mechanisms such as suspicious login detection [32] and lockout policies [33], are still active. Thus, generally an online attacker cannot make a few guesses before getting locked out (e.g., 100 failed login attempts in 30 days as suggested by NIST [18]), and thus the best strategy for her is to try these few most popular passwords [44], [47]. On the other hand, an offline attacker is not limited by the defender’s security mechanisms and is allowed as many guesses as she can make, while the only constraints are her own time and computational resources. This means that an offline guessing session may consist of trillions of guesses, and thus an offline attacker can try not only popular passwords but also very rare ones as her guesses.

All in all, a trawling guessing attacker’s best guessing strategy is always that more popular passwords are tried earlier, and the number of guesses that needs to be tried before guessing the correct password well characterizes the efforts that an attacker has to invest. This number can be defined as the target password’s strength.

### B. Formal definition for the practically ideal meter

To measure a given password $pw$’s strength, PSMs generally do not directly output $pw$’s guess number. Instead, they output each guess’s entropy (e.g., NIST [18]) or probability that is associated with the derivation of this guess (e.g., probabilistic-model-based ones [35], [36]). Based on the values of entropy or probability, all the guesses can be sorted and $pw$’s guess number can thus be definitely determined.

**Password.** The formal definition of (textual) password was first given by Ma et al. in IEEE S&P 2014 [31]. A password $pw$ is a string of characters confined to the alphabet $\Sigma$, with its length between $L_{min}$ and $L_{max}$ [31]. Therefore, the set of passwords that are allowed in an authentication system is:

$$\Gamma = \bigcup_{l=L_{min}}^{L_{max}} \Sigma^l$$

(1)

Generally, the alphabet $\Sigma$ can be set to any subset of the 95 printable ASCII characters. However, since these 95 characters are typically categorized into the four groups: digits, lowercase letters, uppercase letters and special symbols, $\Sigma$ is often set to include any combination of these four groups, such as the 10 digits and the 36 lowercase letters with digits. We investigate top 50 sites and find that, 11 of them require $L_{min} = 6$ and $L_{max} = 20$, and 7 of them require $L_{min} = 6$ and $L_{max} = 16$. Note that, in the cracking experiments of this work, we set $\Sigma$ to include the full 95 characters.

**Password strength meter.** A password strength meter (meter for short) is a function $M(\cdot)$ that takes as input a password $pw$ over an alphabet $\Sigma$ and outputs a probability (a real number) in $[0, 1]$: $M : pw \rightarrow [0, 1]$, where $pw \in \Gamma$.

The stronger the password $pw$ is, the lower the probability $M(pw)$ will be. Note that, only when $M(\cdot)$ is a probabilistic-model-based PSM, $M(\cdot)$ satisfies that: $\sum_{pw \in \Gamma} M(pw) = 1$. For instance, the PSMs in [35], [36] are two probabilistic-model-based ones, while Zxcvbn [37], KeePSM and NIST PSM [18] are not. The strength $M(pw)$ for each password $pw$ constitutes an estimation of the amount of work that an adversary is required to invest in order to succeed. In practice, the values of a meter are often grouped into a few buckets, such as “[weak, medium, strong]” (see Apple’s meter) and “[weak, fair, good, strong]” (see Google’s meter). Note that a meter can be either mandatory or just suggestive. The former kind of meters require that only a password $pw$ with its probability $M(pw)$ below the pre-defined threshold can be accepted, while the later kind of meters merely provide users with information about the strength of their passwords.

**Ideal meter.** Essentially, the ultimate goal of a probabilistic PSM is to reproduce the probability distribution $\chi$ of the passwords in a target authentication system. Theoretically, what an ideal meter $M(\cdot)$ can achieve is that,

$$M(pw) = p_{pw}, \ \forall pw \in \Gamma$$

(3)

where $p_{pw}$ is the true probability of the password $pw$ drawn from $\chi$. In other words, an ideal meter can reproduce exactly the distribution $\chi$. In practice, it is virtually impossible to determine the value of $p_{pw}$. Fortunately, for popular passwords (e.g., with $f_{pw} \geq 4$), one can use the empirical probability $f_{pw}/|DS|$ to approximate $pw$ with a relative standard error about $1/\sqrt{f_{pw}}$ [44], where $f_{pw}$ is the frequency of $pw$ in the password dataset $DS$ (which is sampled from $\chi$). This means that one can draw a large sample $DS$ from $\chi$ and sort $DS$ in decreasing order of empirical probabilities, then the popular part of the list can be used as an ideal meter with assured accuracy: the order in the list is just the guess number (i.e., strength) of the password to be measured.

Accordingly, any real-world PSM (e.g., [35], [36]) can be seen as an approximation of this ideal meter. We then can evaluate the goodness of a real-world PSM by measuring the differences in their outcomes: 1) the differences in probability for every password; and 2) the differences in guess number for every password. We note that the first kind of difference not only is cumbersome to measure, but also can be well characterized by the latter kind of difference if the focus of a PSM is its accuracy for guess number estimation (see Section II-A). As an example, suppose two meters $M_1(\cdot)$ and $M_2(\cdot)$, let $M_1(\cdot)$ be an ideal meter and $M_2(\cdot)$ outputs as follows:

$$M_2(pw_i) = \begin{cases} 
M_1(pw_1) + (M_1(pw_2) - M_1(pw_3))/2, \\
M_1(pw_2) - (M_1(pw_2) - M_1(pw_3))/2, \\
M_1(pw_3), \text{ for all } i \geq 3 \text{ and } pw_i \in \Gamma 
\end{cases}$$

(4)

One can confirm that $\sum_{pw_i \in \Gamma} M_2(pw_i) = 1$ and that, if $M_1(pw_1) \geq M_1(pw_2) \geq M_1(pw_3) \geq \cdots$, then $M_2(pw_1) \geq M_2(pw_2) \geq M_2(pw_3) \geq \cdots$. This means that $M_2(\cdot)$ is a probabilistic-model-based meter and that $M_2(\cdot)$ can produce the same guess number for a given password as the ideal meter $M_1(\cdot)$ does. Thus, their behaviors are indistinguishable under our security model. This gives rise to the following relaxed (yet more practical) ideal meter.

<table>
<thead>
<tr>
<th>Guessing attack types</th>
<th>Use personal data</th>
<th>Interact with server</th>
<th>Major constraints for attacker</th>
<th># of guesses allowed in this work</th>
<th>Considered in this work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trawling Online No Yes Detection, lockout</td>
<td>&lt; $10^4$ Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline No No No Yes</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Targeted Online Yes Yes Detection, lockout</td>
<td>&lt; $10^4$ No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I. COMPARISON OF DIFFERENT GUESSING ATTACKS**

| Offline Yes No No Yes | No | |
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- $M(pw)$ is the true probability of the password $pw$ drawn from $\chi$. In other words, an ideal meter can reproduce exactly the distribution $\chi$. In practice, it is virtually impossible to determine the value of $p_{pw}$. Fortunately, for popular passwords (e.g., with $f_{pw} \geq 4$), one can use the empirical probability $f_{pw}/|DS|$ to approximate $pw$ with a relative standard error about $1/\sqrt{f_{pw}}$ [44], where $f_{pw}$ is the frequency of $pw$ in the password dataset $DS$ (which is sampled from $\chi$). This means that one can draw a large sample $DS$ from $\chi$ and sort $DS$ in decreasing order of empirical probabilities, then the popular part of the list can be used as an ideal meter with assured accuracy: the order in the list is just the guess number (i.e., strength) of the password to be measured.
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$$M_2(pw_i) = \begin{cases} 
M_1(pw_1) + (M_1(pw_2) - M_1(pw_3))/2, \\
M_1(pw_2) - (M_1(pw_2) - M_1(pw_3))/2, \\
M_1(pw_3), \text{ for all } i \geq 3 \text{ and } pw_i \in \Gamma 
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(4)

One can confirm that $\sum_{pw_i \in \Gamma} M_2(pw_i) = 1$ and that, if $M_1(pw_1) \geq M_1(pw_2) \geq M_1(pw_3) \geq \cdots$, then $M_2(pw_1) \geq M_2(pw_2) \geq M_2(pw_3) \geq \cdots$. This means that $M_2(\cdot)$ is a probabilistic-model-based meter and that $M_2(\cdot)$ can produce the same guess number for a given password as the ideal meter $M_1(\cdot)$ does. Thus, their behaviors are indistinguishable under our security model. This gives rise to the following relaxed (yet more practical) ideal meter.
A practically ideal meter. We say a meter $M(\cdot)$ is a practically ideal meter if it can output the same guess number for a given password as the ideal meter does. Formally, $M(\cdot)$ satisfies that, whenever $p_{pw_i} \geq p_{pw_j}$,

$$M(pw_i) = M(pw_j), \text{ for all } pw_i, pw_j \in \Gamma$$

where $p_{pw}$ is the true probability of the password $pw$ drawn from the underlying distribution $X$. In terms of guess number, $M(\cdot)$ is distinguishable from an ideal meter. The prominent advantage of this definition is that, it enables us to focus on the guess number and to use well studied metrics (see Section II-C) to accurately measure the defects of any realistic meter.

We note that Castelluccia et al. [35] also defined an “ideal meter”, yet one can confirm that, actually, their ideal meter is not an ideal one because by their definition, it can not reproduce the probability distribution of the passwords in a target authentication system. Their ideal meter is essentially some ad hoc examples of our above practically ideal meter.

C. Two rank correlation metrics

According to the above definitions, to measure the goodness of a PSM $M(\cdot)$, one can measure its distance from a practically ideal meter. This can be achieved by measuring the correlation between the ranked guess numbers (or equally, probabilities) that are produced by each meter. Since the probabilities produced by PSMs are generally highly skewed (see Fig. 2 of [31]), non-parametric rank correlation metrics shall be used. Spearman coefficient $\rho$ [49] and Kendall $\tau$ [50] are two such metrics that have been most widely used.

The Spearman $\rho$ is defined as the Pearson correlation coefficient between two ranked vectors $X$ and $Y$. For vectors of size $n$, the $n$ raw scores $X_i, Y_i$ are transformed to ranks $x_i, y_i$, and $\rho$ is formulated as:

$$\rho = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)},$$

where $d_i = x_i - y_i$ is the distance between ranks. To handle rank ties, identical values are assigned a rank that equals the average of their positions in ascending order of the values. By definition, one can see that $\rho \in [-1, 1]$, where 1 indicates the agreement between the two rankings is perfect, -1 the worst and 0 independent.

Kendall $\tau \in [-1, 1]$ is another non-parametric metric for statistical dependence between two ordinal (or rank-transformed) variables – like Spearman’s, but unlike Spearman’s, it can naturally handle ties.

$$\tau = \frac{P - Q}{\sqrt{(P + Q + Y0) * (P + Q + X0)}},$$

where $P$ is the number of concordant pairs, $Q$ is the number of discordant pairs, $X0$ is the number of pairs not tied on vector $X$, and $Y0$ is number of pairs not tied on vector $Y$.

In all, both $\rho$ and $\tau$ are real numbers in $[-1,1]$, with 1 indicating the agreement between the two rankings is perfect, -1 the worst and 0 independent. Since Spearman $\rho$ sums the squared errors, whereas Kendall $\tau$ sums the absolute discrepancies, each has its pros and cons [51] and thus they both are employed in this work.

III. User survey

To obtain more accurate assessment of the strength of user-chosen passwords, we need to first better understand user behaviors, i.e., how users create passwords when registering a new account. To this end, we conduct an anonymized user survey by using Sojump (sojump.com), the most popular Chinese online survey platform. A copy of our questions is available at http://www.sojump.com/jq/6443561.aspx, and the third part relates to this work. For better comparison of Chinese user behaviors with their English counterparts (see the US-located survey in [40]), some of our questions are specifically designed to be as close to [40] as possible.

We optimize the survey questions before release to minimize user refusal and dropout (see [13]) by iteratively getting feedbacks from students in other teams of our lab. Finally, a few potentially offensive questions (e.g., “How many PIN codes do you maintain?” and “If you reuse an existing password for this new email account, which category is it likely to come from?”) are abandoned and our survey takes about 22 to 35 minutes. Our team members are each requested to invite 10 to 20 reliable friends, relatives or colleagues to complete the survey. We further ask some of the participants who respond very positively to our invitation (e.g., they think our survey are of important value to the society) to distribute the survey, and they are also asked to notify us the number of invitations they send. Altogether, a total of 983 invitations are sent and we manage to get 442 effective responses. We first elaborate on the survey results and then report the demographics of respondents.

We started our survey by specifying a scenario where the participants are asked to create an email account that will be frequently used, and issued a series of questions regarding their password choices. Our first question aims to figure out how similar their password of this new account is to that of their existing accounts. Fig. 2 shows that 77.38% of users would reuse or simply modify an existing password. This value is inconceivably consistent with that of English users (77% [40]). While there are 6.2% less Chinese users than English users in reusing an existing password, there are 14.86% more English users than Chinese users in creating an entirely new password. In 1999, Adams and Sasse [10] found that 50% of their 139 questionnaire respondents employ their own methods for creating memorable multiple passwords through transformation of existing passwords. This potentially implies that, as time goes on (and the number of web accounts one has to maintain constantly increases), the degree of reusing passwords are becoming more serious.

![Fig. 2. What will you do when requested to create passwords for a new email account that will be frequently used?](image)

If a user modifies an existing password, it remains a question as to how similar the modified one is to the original one. Thus, we ask a related question as shown in Fig. 3. We can see that the answers “very similar” and “the same” at least account for 61.77%, and “similar” account for another 20%. This indicates that, over 80% of users will submit a password for the new email account that is similar to their existing passwords. This observation is in vast contrast to the seemingly intuitive yet
unrealistic assumption (often implicitly) made in most of the existing PSMs that, when user registers, a whole new password is constructed by mixing segments of letter, digit and/or symbol (see PCFG-based PSM [36]) or by combining $n$-grams (see Markov-based PSM [35]). This has great implications for measuring password strength: as the majority of users’ passwords for the new account would be similar to their existing passwords, and there is high potential that attacker has already learnt the latter (e.g., through unending password leakages [28], [29], [52]), and thus the strength of password for the new account shall mainly relate to how much uncertainties are introduced during the modification process. This inspires our fuzzyPSM in Sec. IV.

In the following few questions we investigate where these above transformation rules happen in the password. Figs. 6 and 7 show that users love to place digit/symbol at the end, middle and beginning in decreasing order of likelihood. This roughly accords with English users [40]. As for capitalization, Fig. 8 shows that, 47.96% of Chinese users tend to perform capitalization at the beginning of password, while this figure for English users is quite similar (44%). However, 22.62% of Chinese users choose not to use the transformation rule of capitalization, while this figure for English users is only 6%. These results match our observations in leaked real-life password datasets (see Table VIII to X).

![Fig. 6. If the site requests that the password shall include a digit, where will you usually place the digit? (multiple-choice) (Image)](image)

![Fig. 7. If the site requests that the password shall include a symbol, where will you usually place the symbol? (multiple-choice) (Image)](image)

![Fig. 8. If your new password involves capitalization, where will it happen (multiple-choice)? About half of the users capitalize the first letter. (Image)](image)
IV. OUR PROPOSED METER FUZZYPSM

We now describe fuzzyPSM, a new PSM that is based on fuzzy PCFG. To explain why our meter prefers PCFG-like model but not Markov-like model, we first provide a brief comparison of existing PSMs and show their main limitations.

A. A brief comparison of existing PSMs

To the best of our knowledge, the two state-of-the-art PSMs (i.e., Markov-based PSM [35] and PCFG-based PSM [36]) have never been publicly compared with each other, and it remains an open question as to which performs better. Castelluccia et al. [35] conjectured that the Markov models could be used to create better PSMs because that “previous work (e.g., [21]) has already shown that Markov-model based password crackers outperform existing cracking techniques (such as PCFG-based ones)”. Indeed, a number of very recent studies (e.g., [23], [31], [48]) also confirm the superiority of Markov-based model in password cracking. However, as we will show here (and in Sec. V), this trend does not hold in the case of gauging password strength, and just on the contrary, PCFG-based PSM generally outperforms Markov-based PSM.

As a concrete example, we use these two machine-learning-based PSMs to measure 6.43 million CSDN passwords which were disclosed from csdn.net, a popular community for software developers in China. Generally, the effectiveness of a machine-learning-based meter depends on two factors: the algorithm itself and the training sets used. To preclude the impacts of training sets, as with [19], [35], we randomly split the CSDN dataset into equally four parts, and use part-1 for training and part-4 for testing. As both PSMs have no open-sourced codes, we implement the PCFG-based PSM [36] and Markov-based PSM [35] according to the most recent improvements in [31]. More specifically, for PCFG-based PSM the probabilities associated with letter segments are learned directly from the training process, and for Markov-based PSM we use the backoff approach. To ensure the correctness of our implementations, we used the guesses output by these two PSMs to repeat the cracking experiments in [31], [48] and the cracking results are in full accord. We plan to open-source all the codes in this work to facilitate the research community.

Then we adopt the two rank correlation metrics (i.e., Kendall $\tau$ and Spearman $\rho$) to measure the distance of guess numbers output by a real-world PSM to guess numbers output by the ideal meter (see Sec. II). This gives rise to Figs. 9(a) and 9(b), respectively. Note that, a value $k$ on the $x$ axis indicates that the data point in the plot is calculated for the set of the top $1, 2, \cdots, k$-ranked passwords. Both metrics provide nearly the same results, and their similarity holds in all our later experiments. Comparatively, the Kendall $\tau$ metric is more sensitive to minor differences, and thus hereafter we only provide Kendall $\tau$ based results to save space. In addition, here we also provide comparisons of leading PSMs from industry (i.e., Zxcvbn [37], Keepass PSM [38] and NIST PSM [18]), which are all rule-based but not machine-learning-based PSMs.

Both metrics show that PCFG-based meter performs best among existing PSMs, and the three rule-based PSMs from industry are inferior to the two machine-learning-based PSMs from academia. While the later finding is expected, the former is somewhat surprising. This invalidates the widely believed conjecture that Markov-based model “could be used to create better proactive password strength meters (than PCFG)” [35]. This is quite un-expected and counter-intuitive, because Markov-based model has been widely shown better than PCFG-based model in password cracking (see [22], [31], [48]).

B. Explication of the unexpected superiority of PCFG PSM

To explicate this seemingly paradoxical observation, we provide a microscopic grasp of the differences between PCFG-based PSM [36] and Markov-based PSM [35]. More specifically, we examine the differences in the guess numbers output by each PSM for the testing passwords. In Fig. 10, each red data point stands for a password from the training set. Its co-ordinate $(x_i, y_i)$ means that this password’s strength can withstand $x_i$ guessing attempts measured by the ideal meter and withstand $y_i$ guessing attempts measured by the PCFG-based meter. Similarly, each blue data point stands for a password from the same training set and its co-ordinate $(x_i, y_i)$ represents the guess numbers given by the ideal meter and Markov-based meter. Note that, a value $k$ on the $x$ axis indicates that the data point in the plot is calculated for the set of the top $1, 2, \cdots, k$-ranked passwords. It is not difficult to see that, the better a meter is, the more closeness the data points will assemble the green line. This indicates that PCFG-based meter outperforms Markov-based meter, which is especially evident when measuring weak (top) passwords.

To gain a more concrete grasp of Fig. 10, we summarize in Table II the guess numbers given by each PSM for some typically weak passwords. The weaknesses of these six passwords are demonstrated by the small ranks in the training set (see column 2) and by small guess numbers given by the ideal meter (see column 3). In four of six cases, the PCFG-based
its and symbols, respectively. For instance, with each string sequence of letters, digits, and symbols, where a guess is called unusable if it is produced by the guess $S$, and a guess number with light gray represents the second best one.

TABLE II. NUMBER OF UN-USABLE GUESSES THAT ARE PRODUCED BY PCFG- AND MARKOV-BASED CRACKING MODELS

<table>
<thead>
<tr>
<th>Typical password</th>
<th>Training set</th>
<th>Ideal PSM</th>
<th>PCFG PSM</th>
<th>Markov PSM</th>
<th>Fuzzy PSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>123qwe</td>
<td>10182</td>
<td>8527</td>
<td>77179</td>
<td>324</td>
<td>4764</td>
</tr>
<tr>
<td>123qwe123qwe</td>
<td>2778</td>
<td>3105</td>
<td>194671</td>
<td>236965</td>
<td>4505</td>
</tr>
<tr>
<td>password123</td>
<td>2315</td>
<td>2522</td>
<td>4219</td>
<td>6124</td>
<td>2397</td>
</tr>
<tr>
<td>Password123</td>
<td>27097</td>
<td>10170</td>
<td>29341</td>
<td>31009</td>
<td>23438</td>
</tr>
<tr>
<td>password</td>
<td>18</td>
<td>21</td>
<td>20</td>
<td>35</td>
<td>46</td>
</tr>
<tr>
<td>p@ssw0rd</td>
<td>76</td>
<td>259</td>
<td>337982</td>
<td>290</td>
<td>274</td>
</tr>
</tbody>
</table>

* A guess number with dark gray means it is the closest to the guess number given by the ideal PSM, and a guess number with light gray represents the second best one.

A comparison of PCFG-based PSM with Markov-based PSM in terms of guess number (1/4 CSDN for training and another 1/4 for testing).

Fig. 10. The guess number given by each PSM for weak passwords (using 1/4 CSDN passwords as the training set).

TABLE III. NUMBER OF UN-USABLE GUESSES THAT ARE PRODUCED BY PCFG- AND MARKOV-BASED CRACKING MODELS

<table>
<thead>
<tr>
<th>Password</th>
<th>PCFG</th>
<th>PCFG</th>
<th>PCFG</th>
<th>Markov</th>
<th>Markov</th>
</tr>
</thead>
<tbody>
<tr>
<td>Password123</td>
<td>27097</td>
<td>10170</td>
<td>29341</td>
<td>31009</td>
<td>23438</td>
</tr>
<tr>
<td>password</td>
<td>18</td>
<td>21</td>
<td>20</td>
<td>35</td>
<td>46</td>
</tr>
<tr>
<td>p@ssw0rd</td>
<td>76</td>
<td>259</td>
<td>337982</td>
<td>290</td>
<td>274</td>
</tr>
</tbody>
</table>

C. A meter based on fuzzy PCFG

Though the PCFG-based PSM performs best among the existing PSMs, yet it is still subject to inherent limitations. In the PCFG-based model, passwords are considered to be formed by three kinds of segments, i.e., L, D and S, with each standing for the string sequences of letters, digits and symbols, respectively. For instance, p@ssw0rd is composed of segments p, @, ss, w, 0 and rd, with the base structure $L_1S_1L_2D_1L_2$. Password123 is composed of segments Password and 123, with the base structure $L_3D_3$; 123qwe123qwe is composed of segments 123, qwe, 123, and qwe, with the base structure $D_3L_3L_3$. The probability (strength) of “p@ssw0rd” is computed as $P(S_{123qwe}) = P(L_1S_1L_2D_1L_2). P(L_1 \rightarrow p). P(S_1 \rightarrow \theta). P(L_3 \rightarrow ss). P(S_1 \rightarrow \theta). P(L_2 \rightarrow rd)$. In the 2009 original proposal [30], the probabilities for base structures, digits segments and symbol segments are learned from the training set by counting, while the probabilities for letter segments are computed by using an external input dictionary. Ma et al. [31] suggested that it would be better when the probabilities for letter segments are computed by also learning from the training set. This advice has been widely accepted [22], [31] and we also adopt it.

From the above examples of how the PCFG-based PSM measures passwords, it is not difficult to find that this kind of PSM essentially assumes that passwords created for a new service are built of L, D and S segments from scratch, and it primarily takes into account the concatenation rule. However, it disregards two basic facts: (1) an overwhelming percentage of users build passwords from existing passwords (see Fig. 2); and (2) other transformation rules like capitalization and leet are also popular (see Fig. 5). Though several other PSMs (e.g., [18], [35], [37], [39]) have considered the second reality, yet so far most PSMs fail to consider the first one.

To model users’ password reuse behaviors, we employ: (1) passwords leaked from a less sensitive service as our base dictionary B to construct a basic password parsing trie-tree; and (2) another list of relatively strong passwords leaked from a sensitive service as our training dictionary T. Note that now our trie-tree only includes basic passwords that are lowercased and with length no shorter than 3. Then, we parse each password in the training dictionary and learn which and how mangling rules are employed by users to construct passwords for new services. This process automatically creates a fuzzy probabilistic context-free grammar and gives rise to our fuzzy-PCFG-based meter, fuzzyPSM. Our meter includes three phases: training, measuring and update.

In the training phase, we measure the frequencies of certain patterns associated with training passwords. We assume all passwords are built using segments from the basic password set $BS = \{b_1, b_2, \ldots, b_N\}$, and $B \subseteq BS$. We denote a basic password of length $n$ to be with base structure $B_n$, and consider the three most popular transformation rules (i.e., concatenation, capitalization and leet). Each password from the training set $T$ is parsed by the trie-tree using longest prefix match. Other more sophisticated parsing methods (e.g., Bayesian parsing [55]) may be used to improve accuracy, but we in this work keep our meter as simple as possible and show that, even this simple meter is able to provide accurate estimations.

Formally, our context-free grammar (CFG) is defined as $G = (V, \Sigma, S, R)$, where:

1) $V = \{S, B_1, B_2, \ldots, B_k, \text{Capitalize}, L_1, L_2, \ldots, L_6\}$ is
a finite set of variables, where $k$ is not larger than the maximum length of a password allowed in the system.

2) $\Sigma = BS = \{b_1, b_2, \ldots, b_n, \text{Yes}, \text{No}\}$ is a finite set disjoint from $V$. Note that all 95 printable ASCII codes are in $\Sigma$.

3) $S \in V$ is the start symbol.

4) $R$ is a finite set of rules of the form $A \rightarrow \alpha$, with $A \in V$ and $\alpha \in V \cup \Sigma$ (see Table IV to Table VI).

For instance, password123 $\in T$ would define the base structure $B_1$ and involves no transformation operation, because password123 $\in B$ and thus password123 can be parsed into just one segment; Password123 $\in T$ would define the base structure $B_1$ and involves one capitalization operation, because password123 $\in B$ but Password123 $\not\in B$; p@ssword $\notin T$ would define the base structure $B_3$ and involves one leet operation (i.e., o $\rightarrow$ 0), because $\text{p@ssw0rd} \notin B$ but p@ssw0rd $\in B$; 123qwe123qwe $\in T$ defines the base structure $B_6$B_6 (i.e., involves one concatenation operation), because the longest prefix is 123qwe $\in B$. When meeting a password (e.g., tyxdqd123 $\in T$) that can not be parsed (e.g., since there is no item in the trie-tree that is with a prefix tyx), we define this password to be of base structure $B_3B_3$, which is similarly parsed by using the traditional PCFG approach [36].

The training phase can automatically derive all the observed base structures, base segments (including basic passwords and other segments) and transformation operations of all passwords in the training set $T$ and their associated probabilities of occurrence. To see an example of this, please refer to Table IV to Table VI. This builds a probabilistic context-free grammar and then it can be used to measure password strength (i.e., estimate the probabilities of occurrence of a given password) in the measuring phase. For instance, from the training phase, we learned that the base structure $B_8$ occurs with probability 0.4 in the training set, $B_8 \rightarrow \text{p@ssword}$ occurs with probability 0.15 and $L_4 \rightarrow \text{Yes} : o \rightarrow 0$ occurs with probability 0.004. Thus, $P(\text{p@ssword}l) = P(S \rightarrow B_, B_1) \cdot P(B_8 \rightarrow \text{p@ssword}) \cdot P(B_8 \rightarrow 1) \cdot P(\text{Capitalize} \rightarrow \text{No}) \cdot P(L_1 \rightarrow \text{No}) \cdot P(L_2 \rightarrow \text{No}) \cdot P(L_3 \rightarrow \text{Yes}) \cdot P(\text{Capitalize} \rightarrow \text{No}) \cdot P(L_4 \rightarrow \text{No}) = 0.1 \cdot 0.15 \cdot 0.8 \cdot 0.97 \cdot 0.994 \cdot 0.995 \cdot 0.004 \cdot 0.97 \cdot 0.997 = 0.0004431$. All the related probabilities are referred to Table IV to VI. This process is shown in Fig. 11.

![Fig. 11. The derivation of password “p@sswordl” from our fuzzy PCFG.](image_url)

A probabilistic context-free grammar (PCFG) is a CFG that has probabilities associated with each rule such that for a specific left-hand side (LHS) variable, all the associated productions add up to 1 [30]. One can see that, our grammar $G$ is indeed a PCFG. The language of our grammar $G$ is the set of strings composed of all terminals derived from the start symbol $S$. When using large-scale real-life password to instantiate $G$, over 80% of items in the base structure table are of the form $S \rightarrow B_m$ (but not $S \rightarrow B_mB_n$ or more complicated ones).

This is in vast contrast with the PCFG-based PSM in [36] where, generally, more than 50% items in its base structure table are of the form $L_mD_n$ or more complicated ones. In other words, our PCFG is insensitive to a password’s traditional structure (i.e., combining segments of words, digits and/or symbol), and thus the notion of “structure” in fuzzyPSM is less clearer than that of PCFG-based PSM. While fuzzy logic aims to imitate the way humans think, our fuzzyPSM aims to imitate the way that humans create passwords for new services. In this light, we call our PCFG a fuzzy one.

Limitations. FuzzyPSM is simple and has several limitations. First, it mainly captures the top-3 popular transformation rules (i.e., concatenation, capitalization and leet), while other rules, such as substring movement and reverse are left as future research. Second, for capitalization, it only considers the capitalization of the first letter of a base password segment. Third, for leet, it only considers the top-6 ones. Still, fuzzyPSM shows the potential of building a PCFG that more realistically characterizes user behaviors in password creation, and as we will demonstrate in the following section, it in general outperforms all existing PSMs in telling apart weak passwords.

### V. Experimental Methodologies and Results

In this section, we first describe our experimental methodologies, including the 11 datasets used and the choices of various training vs. testing scenarios. Then, we use the two rank correlation metrics introduced in Sec. II-C to provide a comparative evaluation of fuzzyPSM with five leading PSMs.

#### TABLE VII. Basic info about the eleven password datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Web service</th>
<th>Location</th>
<th>Language</th>
<th>Unique PWs</th>
<th>Total PWs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tianya</td>
<td>Social forum</td>
<td>China</td>
<td>Chinese</td>
<td>12,398,437</td>
<td>30,901,241</td>
</tr>
<tr>
<td>Donnawo</td>
<td>Gaming&amp;E-commerce</td>
<td>China</td>
<td>Chinese</td>
<td>10,135,260</td>
<td>16,258,891</td>
</tr>
<tr>
<td>CSDN</td>
<td>Programmer forum</td>
<td>China</td>
<td>Chinese</td>
<td>4,037,605</td>
<td>6,248,277</td>
</tr>
<tr>
<td>Zhenai</td>
<td>Dating site</td>
<td>China</td>
<td>Chinese</td>
<td>3,521,764</td>
<td>5,260,229</td>
</tr>
<tr>
<td>Weibo</td>
<td>Social forum</td>
<td>China</td>
<td>Chinese</td>
<td>2,828,618</td>
<td>4,730,662</td>
</tr>
<tr>
<td>Rockyou</td>
<td>Social forum</td>
<td>USA</td>
<td>English</td>
<td>14,326,970</td>
<td>22,581,870</td>
</tr>
<tr>
<td>Battlefield</td>
<td>Game site</td>
<td>USA</td>
<td>English</td>
<td>417,453</td>
<td>400,000</td>
</tr>
<tr>
<td>Yahoo</td>
<td>Web portal</td>
<td>USA</td>
<td>English</td>
<td>342,510</td>
<td>418,530</td>
</tr>
<tr>
<td>Ppbb</td>
<td>Programmer forum</td>
<td>USA</td>
<td>English</td>
<td>184,341</td>
<td>555,373</td>
</tr>
<tr>
<td>Singles.org</td>
<td>Christian dating</td>
<td>USA</td>
<td>English</td>
<td>12,233</td>
<td>16,248</td>
</tr>
<tr>
<td>Faithwriters</td>
<td>Christian writing</td>
<td>USA</td>
<td>English</td>
<td>8,346</td>
<td>9,708</td>
</tr>
</tbody>
</table>

### A. Dataset descriptions

We employ 11 real-world password datasets, a total of 97.4 million to enable a comprehensive evaluation of our meter. The basic information about these datasets are referred to Table VII. Most of them are disclosed by the hacker groups publicly on the Internet. The services range from social forum, gaming,
digits. In all, very few passwords (both English and Chinese) are composed of only lower-case letters, while a fraction of Chinese passwords are of length 6. As said earlier, CSDN is likely to impose a length ≥8 policy at the very beginning of its site history, and thus there are very few passwords with length <8. There are few passwords in Zhenai and Battlefield that are with length <6. This implies that these two services impose a length ≥6 policy. It is beyond comprehension why Singles.org does not allow passwords with length ≥9.

Table IX. Length distribution of user-chosen passwords in each dataset

<table>
<thead>
<tr>
<th>Length</th>
<th>1~5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>≥15</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ianya</td>
<td>1.79%</td>
<td>33.62%</td>
<td>12.95%</td>
<td>18.08%</td>
<td>9.68%</td>
<td>10.28%</td>
<td>5.59%</td>
<td>2.89%</td>
<td>1.45%</td>
<td>1.34%</td>
<td>100.00%</td>
<td></td>
</tr>
<tr>
<td>Dodonew</td>
<td>2.46%</td>
<td>12.31%</td>
<td>15.87%</td>
<td>20.86%</td>
<td>22.89%</td>
<td>16.37%</td>
<td>5.21%</td>
<td>1.76%</td>
<td>0.89%</td>
<td>0.56%</td>
<td>0.83%</td>
<td>100.00%</td>
</tr>
<tr>
<td>CSDN</td>
<td>0.63%</td>
<td>1.29%</td>
<td>0.26%</td>
<td>0.36%</td>
<td>0.35%</td>
<td>0.36%</td>
<td>0.36%</td>
<td>0.42%</td>
<td>0.36%</td>
<td>0.36%</td>
<td>0.36%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Zhenai</td>
<td>0.02%</td>
<td>23.84%</td>
<td>11.97%</td>
<td>13.51%</td>
<td>13.76%</td>
<td>9.13%</td>
<td>12.46%</td>
<td>4.96%</td>
<td>3.06%</td>
<td>2.95%</td>
<td>4.36%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Weibo</td>
<td>6.64%</td>
<td>25.36%</td>
<td>18.18%</td>
<td>20.24%</td>
<td>12.05%</td>
<td>7.37%</td>
<td>6.80%</td>
<td>1.44%</td>
<td>0.75%</td>
<td>0.49%</td>
<td>0.67%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Rockyou</td>
<td>4.31%</td>
<td>26.05%</td>
<td>19.29%</td>
<td>19.98%</td>
<td>12.12%</td>
<td>9.06%</td>
<td>3.57%</td>
<td>2.10%</td>
<td>1.32%</td>
<td>0.86%</td>
<td>1.35%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Battlefield</td>
<td>0.00%</td>
<td>20.29%</td>
<td>14.67%</td>
<td>28.75%</td>
<td>14.91%</td>
<td>10.25%</td>
<td>5.02%</td>
<td>3.12%</td>
<td>1.40%</td>
<td>0.79%</td>
<td>0.79%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Yahoo</td>
<td>1.93%</td>
<td>17.98%</td>
<td>14.82%</td>
<td>26.90%</td>
<td>14.90%</td>
<td>12.37%</td>
<td>4.79%</td>
<td>4.91%</td>
<td>0.66%</td>
<td>0.34%</td>
<td>0.47%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Phipbb</td>
<td>9.56%</td>
<td>27.22%</td>
<td>17.69%</td>
<td>27.20%</td>
<td>9.09%</td>
<td>5.29%</td>
<td>2.08%</td>
<td>1.05%</td>
<td>0.43%</td>
<td>0.21%</td>
<td>0.18%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Singles.org</td>
<td>13.10%</td>
<td>32.05%</td>
<td>23.20%</td>
<td>31.65%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Faithwriters</td>
<td>1.17%</td>
<td>31.97%</td>
<td>20.95%</td>
<td>22.71%</td>
<td>10.35%</td>
<td>5.95%</td>
<td>2.34%</td>
<td>1.87%</td>
<td>0.83%</td>
<td>0.32%</td>
<td>0.58%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Note that the first row is written in regular expressions. For instance, \[^{a-z}\]+ means passwords composed of only lower-case letters; \[^{a-zA-Z}_-\]+ means passwords composed of only letters; [a-z]+ means the passwords that include lower-case letters as a substring; \[^{0-9}\]+ means passwords composed of digits, followed by lower-case letters.

Table IX shows the character composition information of passwords. Most prominently, a larger fraction of English passwords are composed of only lower-case letters, while a similar fraction of Chinese passwords are composed of only digits. In all, very few passwords (both English and Chinese) incorporate uppercase letters (see the column [A-Z]) or symbols (see the column \[^{a-zA-Z}_-\]-9]+).
and there are ample (in hundreds) publicly leaked datasets (see [29], [52], [56]) for such choices. We leave for future work to develop a quantized, full-fledged metric to measure the goodness of training set(s). In addition, as new users register, the password distribution will change. This means that no static set of rules can characterize the dynamic changes in password distribution, calling for adaptive meters.

C. Experimental setup

As shown above, password distributions are influenced by a number of factors, among which language is the dominant one. Thus, we divide our training set and testing set into two groups in terms of language. To model user behavior of password reuse, we use Rockyou and Tianya as the base dictionary for fuzzyPSM. For better evaluation, we consider two scenarios: ideal case and real-world case. In the ideal case, the training set for each PSM consists of 1/4 passwords randomly drawn from the testing set, another 1/4 randomly drawn from the testing set are actually measured. As said in IV-A, this eliminates the impacts of improper training set, and the evaluation results only rely on the meter itself.

However, the ideal case is not realistic in practice, because one cannot obtain a training set that is drawn from the same distribution with the testing set. The realistic scenario is that, after the site is set up, the site uses passwords from the same language, service and policy as training passwords to train the PSM, and in the meantime, user-submitted passwords are inserted into the training set and the PSM is dynamically updated. Without loss of generality, this scenario can be modelled as: the PSM is trained on passwords leaked from a similar service and on passwords of the 1/4 testing set, and then it is used to measure all the passwords from the testing set. In addition, we also examine how PSMs perform when trained on passwords from one language but used to measure passwords from another language. All this is summarized in Table XI. Rockyou and Tianya are the weakest in each group [31], [48], and thus they are chosen as the base dictionaries; Phpb and Weibo are of moderate strength in each group, and thus they are chosen as the training set for our fuzzyPSM in the real-world case.

D. Evaluation results

In this section, we compare the performance of the proposed fuzzyPSM with other five leading PSMs, including two from academia (i.e., Markov-based [35] and PCFG-based [36]), two from industry (i.e., Zxcvbn [37] and KeePSM [38]) and one from the standard body (i.e., NIST [18]). The ideal case and real-world case in Table XI would lead to 9 (see Figs. 13(a) to 13(i)) and 7 (see Figs. 13(j) to 13(p)) individual experiments, respectively. We find that, in all our experiments, the Spearman $\rho$ based results show no evident difference from the Kendall $\tau$ based results (see Fig. 9(a) vs Fig. 9(b) for example), and thus we only illustrate the latter ones to save space.

In most cases, our fuzzyPSM (represented in the green line in Fig. 13) performs the best when the passwords to be measured are with a frequency $f_{pw} \geq 4$. This is particularly prominent in the real-world cases. As detailed in Sec. II-B, for popular passwords (e.g., with $f_{pw} \geq 4$) one can use the empirical probability $f_{pw}/|D_S|$ to approximate its real probability $p_{pw}$ with a relative standard error about $1/\sqrt{f_{pw}}$ [44], where $f_{pw}$ is the frequency of $pw$ in the password dataset $D_S$. In other words, only these passwords with $f_{pw} \geq 4$ should show its real strength and the ideal meter can meaningfully measure them. For passwords with $f_{pw} < 4$, since the ideal meter is ineffective, the benchmark is not reliable, and thus all the comparison results are of little value. Usually, these infrequent passwords can be deemed of moderate or high strength (in terms of resistance to trawling guessing), and fuzzyPSM performs the second on them in most of the real cases. As preventing weak passwords is the primary goal of any PSM, in general fuzzyPSM performs the best among all examined PSMs.

VI. CONCLUSION

In this paper, we have proposed a simple yet effective password strength meter, fuzzyPSM, to give users reliable feedbacks when they select passwords. Inspired by a user survey on password practice, fuzzyPSM takes the first step towards characterizing realistic user behaviors in password creation. Extensive experiments show that fuzzyPSM outperforms leading PSMs from academia, industry and standard body. Particularly, eleven large-scale password datasets, which consist of 97.4 million real-life passwords and cover various popular services and diversified user bases (e.g., language and culture), are used to establish the practicality of fuzzyPSM.
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<table>
<thead>
<tr>
<th>Scenario</th>
<th>Base* dictionary</th>
<th>Training set (each set is tested individually)</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>Rockyou</td>
<td>1/4 testing set, Yahoo, Battlefield, Singles, Faithwriters</td>
</tr>
<tr>
<td>Chinese</td>
<td>Tianya</td>
<td>1/4 testing set, Weibo, 1/4 testing set, Dodonew, CSDN, Zhentai</td>
</tr>
<tr>
<td>Cross-lan.</td>
<td>Rockyou</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Tianya</td>
<td>–</td>
</tr>
</tbody>
</table>

* Base dictionary is only used by fuzzyPSM; “Cross-lan.” means “Cross-language”.

Fig. 12. The fractions of passwords shared between two services.
Fig. 13. Experiment results for the ideal case (see the sub-figures (a)–(i)) and the real-world case (see the sub-figures (j)–(p)). Sub-figures (q) and (r) show the ineffectiveness of cross-language measurement of passwords. The green lines show fuzzyPSM generally performs the best.